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2003 Max Jacob Memorial Award Lecture

Kenneth J. Bell
e-mail: kjbell@okstate.edu

School of Chemical Engineering,
Oklahoma State University,
Stillwater, OK 74078-5021

Heat Exchanger Design for the
Process Industries
The design process for heat exchangers in the process industries and for similar appli-
cations in the power and large-scale environmental control industries is described. Be-
cause of the variety of substances (frequently multicomponent, of variable and uncertain
composition, and changing phase) to be processed under wide ranges of temperatures,
pressures, flow rates, chemical compatibility, and fouling propensity, these exchangers are
almost always custom-designed and constructed. Many different exchanger configurations
are commercially available to meet special conditions, with design procedures of varying
degrees of reliability. A general design logic can be applied, with detailed procedures
specific to the type of exchanger. The basis of the design process is first a careful and
comprehensive specification of the range of conditions to be satisfied, and second, orga-
nized use of a fundamentally valid and extrapolatable rating method. The emphasis in
choosing a design method is upon rational representation of the physical processes,
rather than upon high accuracy. Finally, the resultant design must be vetted in detail by
the designer and the process engineer for operability, flexibility, maintainability, and
safety.@DOI: 10.1115/1.1833366#

Introduction
‘‘Shock and awe’’ accurately describe my reaction when I

opened the letter from Jack Howell, Chairman of the Max Jakob
Memorial Award Committee, informing me that I had been se-
lected to receive the Jakob Award for 2003. A glance at the list of
awardees is sufficient to demonstrate that the award has tradition-
ally been given to distinguished researchers, most of them aca-
demically connected, whose publications have typically numbered
in the hundreds. The only recipient whose career was primarily in
industrial practice was Karl Gardner, the importance of whose
technical publications on fin efficiency and mean temperature dif-
ference greatly outweighed their modest numbers. No way can my
research contributions stand in this company. Had I been aware
that one of my former Ph.D. students, Amanie Abdelmessih, was
circulating a nomination form, I would have tried to gently but
firmly discourage her. But that option was not given to me, and I
certainly do not wish to disparage the collective wisdom of the
Award Committee.

The Charter for the Award states ‘‘The Award shall be bestowed
in recognition of eminent achievement or distinguished service in
the area of heat transfer.’’ This provides a very large net to catch a
variety of fish, and perhaps my career activities in bringing the
research results of others into industrial practice and bringing the
realities of industrial practice into the lab and the classroom may
rise to that standard. Max Jakob himself devoted much of the
second volume ofHeat Transferto applications including whole
chapters on ‘‘Ordinary Heat Exchangers~Recuperators!,’’ ‘‘Re-
generators,’’ and ‘‘Cooling Towers.’’ Figure 1 of this paper is a
pretty schematic example of a ‘‘recuperator.’’ This example would
be identified in the trade as a Tubular Exchangers Manufacturers
Association, Inc.~TEMA! AEL 1-2 shell-and-tube heat exchanger
@1#, typical of the central subject of this paper.

Historically, my bifurcated career between academe and indus-
try was launched on the day I entered graduate school at the
University of Delaware. I was asked to assist Allan Colburn with
some calculations he needed for a paper he would give to receive
the James Clayton Award from the Institution of Mechanical En-
gineers. The paper was to be presented at The General Discussion
on Heat Transfer in London in 1951, a meeting now generally

considered to be the first International Heat Transfer Conference.
This assignment led to my serving as Colburn’s Teaching Assis-
tant and my doctoral research on the ASME-sponsored Coopera-
tive Research Program on Shell-and-Tube Heat Exchangers, of
which Colburn and Olaf Bergelin were Co-Principal Investigators.
The Advisory Committee for the Project included Bill McAdams
of MIT, Al Mueller of du Pont, Karl Gardner of Griscom-Russell,
and Townsend Tinker of Ross Heater. A few years later, close
associations developed with Don Kern, with Jerry Taborek and
Joe Palen of Heat Transfer Research, Inc.~HTRI!, and Geoff
Hewitt of Heat Transfer and Fluid Flow Services~HTFS!. Early
academic connections included Jim Knudsen, Warren Rohsenow,
Art Bergles, and Ralph Webb, all well-connected with the indus-
trial practice of heat transfer. With these people to work with and
steal from, and particularly to introduce me around the heat ex-
changer industrial establishment, it is hard to see how my profes-
sional interests could have gone any other direction.

The Challenge of the Design Process
Heat exchangers designed for the process industries and for

similar applications in the power and large-scale environmental
control industries are usually custom-designed and constructed.
The design process must accommodate the wide variety of sub-
stances~frequently mixtures, and often of uncertain composition
and properties!to be handled under extremes of temperature, pres-
sure, and chemical compatibility. Single-phase and phase-change
processes, both vaporization and condensation, must be included,
often occurring in the same equipment, sometimes sequentially in
the same stream. The design conditions specified must consider
possible future operational changes, intentional and accidental,
and the construction features selected must meet both present and
plausible future safety and environmental requirements. The
equipment must satisfy the mechanical design codes and appli-
cable industrial standards, be compatible with other process units,
and be maintainable, especially with regard to fouling and corro-
sion. The thermal/hydraulic design methods developed to fulfill
these requirements start with whatever fundamental correlations
are available in the literature, but must also incorporate the nec-
essary additional information and procedures required to cover the
gaps, limitations, and simplifications in those correlations, and
make provision for the designer to enter any special information
that he/she has access to.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 28, 2004;
revision received October 6, 2004.
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This paper offers a brief survey of the logic of the design pro-
cess for this equipment, together with some observations of
present and future trends.

The Basic Design Equation
For the usual process heat exchanger, two fluids exchange heat

~sensible, latent, or some combination! across a solid interface.
The basic thermal design equation for this case is

dA* 5dQ/U* ~T2t ! (1)

which may be formally integrated over the total heat duty of the
exchanger,QT , to give

AT* 5E
Q50

Q5QT

dQ/U* ~T2t ! (2)

whereAT* is the required total heat transfer area of the exchanger,
dQ is the local rate of heat transfer across the differential area
dA* , QT is the total heat transfer rate~or ‘‘duty’’! required for the
exchanger,U* is the local overall heat transfer coefficient refer-
enced to areaA* , andT andt are the local temperatures of the hot
and cold streams in the heat exchanger, respectively.T and t are
functions of the quantity of heat that has been transferred from the
start of the calculation, as computed by heat balances and equilib-
rium relationships.U* is also indirectly a function of the heat
transferred as local flow conditions and thermal properties change
with T and t.

The overall heat transfer coefficientU* for a typical heat ex-
changer with two fluids exchanging heat across a solid surface
~‘‘wall,’’ which may be a plain or corrugated sheet, or the wall of
a plain or finned cylindrical tube! with fouling on both sides of the
wall, is given by Eq.~3!:

U* 51/@~A* /h1A1!1~Rf 1A* /A1!1~XwA* /Awmkw!

1~A* /h2A2!1~Rf 2A* /A2!# (3)

In Eq. ~3!, h1 and h2 are the film heat transfer coefficients for
fluids 1 and 2, respectively;A1 andA2 are the corresponding heat
transfer areas for the two surfaces,Rf 1 and Rf 2 are the fouling
resistances for the two fluids,Xw is the thickness of the wall, and
kw is the thermal conductivity of the wall. If extended surfaces
~‘‘fins’’! are used on one or both sides of the wall, a ‘‘surface
effectiveness,’’Ef , must be incorporated into the corresponding
area terms to account for the additional conductive resistance of
the fin. More elaborate formulations of this equation must be used
for special situations, such as tubes with liners. Correlations for
calculating the film heat transfer coefficients are provided in many
references, of which the Heat Exchanger Design Handbook—
1998, G. F. Hewitt, editor,@3# is the most comprehensive.

The ‘‘reference heat transfer area’’ must be carefully defined,
especially for heat exchangers using some form of extended sur-
face ~usually fins attached to the prime surface!. Essentially any
convenient surface can be used for this purpose: For a shell and

tube exchanger with plain tubes, the outside heat transfer area of
the tubes is commonly used. But for a typical crossflow air-cooled
heat exchanger using high-finned tubes, either the outside surface
area of the tubes including fins or the inside tube surface area may
be used; In this case, there is about a 20:1 ratio between the two
areas, and there is unlikely to be any confusion, but other cases
are not so obvious. If there is any possible question, the reference
area basis should be carefully defined and used consistently in any
citing of the coefficient.

Under certain assumptions, Eq.~2! can be analytically inte-
grated to give equations of the form

AT* 5QT /U* ~MTD! (4)

where MTD, or ‘‘mean temperature difference,’’ can be calculated
from analytically derived equations~or graphical representations!
using the terminal temperatures of the two streams and the flow
geometry of the streams~e.g., cocurrent, counter-current, cross-
flow, etc.!These mean temperature difference methods are treated
extensively in textbooks and handbooks and work well enough for
many routine cases. In practice, however, the assumptions are
often too restrictive, and computer programs for the numerical
integration of the equation are almost always used.

For example, for condensation of a single component vapor in
the presence of a noncondensable gas, the vapor-side heat transfer
coefficient changes from one dominated by a standard condensing
correlation to one dominated by a diffusive mass transfer correla-
tion, while the heat duty is first dominated by the latent heat of
condensation of the vapor but later is due mainly to sensible cool-
ing of the condensate and the noncondensable gas. Starting from
one end of the heat exchanger, the local compositions, tempera-
tures, and phase distributions are calculated as functions of the
quantity of heat transferred from the entrance~usually assuming
local phase equilibrium to calculate the relative amounts of each
phase, which is of course an approximation that needs to be care-
fully considered for its possible impact on the performance!. U*
is then calculated using the local conditions~including the two-
phase flow pattern!and the appropriate correlations, and the inte-
gral numerically evaluated.

Some types of exchangers can accommodate more than two
streams: Gasketed or welded plate heat exchangers can be config-
ured for three streams in a single pack, while some plate-fin type
exchangers used in air-separation services are designed for 10 or
12 streams. Most of these types are designed and manufactured by
only a few companies, and they have developed both the basic
correlations and the design programs for these equipments.

The Logical Structure of the ThermalÕHydraulic Design
Procedure

The basic logical structure of the process heat exchanger design
process is diagrammed in Fig. 2. The fundamental goal of any
such process is to find the ‘‘optimal’’ design among the infinite set
of designs that could satisfy the thermal/hydraulic and mechanical
requirements. Because of the large number of qualitative~but vi-
tal! factors that enter into the selection process and the inherent
uncertainties in even the quantitative factors in the design calcu-
lations, optimal needs to be understood broadly and defined not
too rigidly.

Generally, the design programs are looking for the least costly
~which usually, but not always, translates into the smallest! heat
exchanger of a given type that will meet the required thermal duty
within the allowed pressure drops and satisfy mechanical code
requirements. But, for example, there may be piping, structural
limitations, or necessary maintenance capabilities that require a
less than optimal flow configuration, and hence, a larger ex-
changer. To the extent possible, these requirements should be
communicated to the exchanger designer in the inquiry docu-
ments, but in any event the final design quoted should be carefully
vetted by the customer engineer.

Fig. 1 Schematic of a typical shell-and-tube heat exchanger:
TEMA AEL, with fixed tubesheets and channel heads with Re-
movable covers. A: Tubes, B: Tubesheets, C: Shell, D: Tube-
side channels and nozzles, E: Channel covers, F: Tube-side
pass divider, G: Baffles „or tube supports … „see Ref. †2‡….
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The first step in the design procedure is to completely and un-
ambiguously define the problem and provide the designer~who is
usually employed by the engineer/contractor or the exchanger
manufacturer/vendor, rather than the customer! with all of the data
required to solve the problem. This will include, but is not limited
to, the flow rates, compositions, temperatures, and pressures of the
streams in the exchanger. Unless the streams are single-
component well-known substances, it will usually be necessary to
also provide the usual thermodynamic and thermophysical prop-
erties over the range of temperatures and pressures to be encoun-
tered. Design fouling resistances must also be provided, prefer-
ably by the customer, based on experience with the same or
similar materials; If the designer has to provide the fouling resis-
tances, any thermal guarantee on equipment performance is se-
verely compromised.~Fouling is discussed in greater detail later
in this paper.!Finally, there may be additional requirements or
limitations on diameter, length, weight, piping connections, sup-
ports, and construction features intended to facilitate maintenance.
Alternative design features or variant performance specifications
may be requested.

The next block shown in Fig. 2 is ‘‘selection of a basic heat
exchanger type,’’ e.g., a shell-and-tube versus a welded plate, etc.
In fact, this decision is usually prefigured in arriving at some of
the specifications listed in the previous paragraph and in the se-
lection of vendors requested to provide bids. For many—perhaps
most—services, the decision is practically automatic: It is easy to
go straight to a shell-and-tube exchanger for service involving two
streams at high temperatures and high pressures, for example. But
even here, there are specialized options available—diffusion-
bonded printed circuit or Monobloc™ constructions, for example.
For most applications, there is an increasingly wide choice of
exchanger configurations available, and some of the established
practices should be at least re-examined to see if there might be
attractive alternatives. Among the factors to be taken into consid-
eration, besides first cost, are:

1. Level of confidence in the design method—is the method
backed up by solid performance data either from the labora-
tory or the field?

2. Level of confidence in the fabrication techniques—does the
equipment have a good service experience record? What
lifetime can be expected?

3. Level of confidence in plant operating and maintenance per-
sonnel with respect to this equipment—do they know the
characteristics of this equipment, and are they able to main-
tain and clean it?

4. Operational flexibility—can this equipment or its operating
conditions be adjusted or modified to meet likely changes in
plant requirements?

This step is interactive with the problem identification step, but
it must take place before selecting the bid list of vendors.

The next set of logic blocks actually carry out the thermal/
hydraulic design of the chosen equipment. As Fig. 2 indicates,
these steps can be carried out either by hand~and head!methods,
or—in practice, almost all the time—by computer methods. Ac-
ceptable hand methods exist for all major types of heat
exchangers—‘‘acceptable’’ meaning in this instance that a reason-
ably close design can be obtained in a reasonable time period by
using handbook correlations, a hand calculator~or even a slide
rule!!, and a knowledgeable designer. In practice, hand design is
limited to pedagogical exercises or highly specialized applications
for which there is no commercially available, reliable computer
design method.

In any case, the next step is to select a tentative but sufficient
set of exchanger design parameters to allow the rating procedure
to work. If one already has an existing heat exchanger whose
performance in a new service is to be evaluated, the parameters of
that exchanger are simply fed into the program and the output
examined for acceptability.

However, for the usual design case where a new exchanger is
required, reasonable starting values must be supplied. For the case
of a shell-and-tube heat exchanger, these would include~in addi-
tion to the process specifications! the three-letter TEMA ex-
changer configuration identifier, the shell diameter, the tube diam-
eter and wall thickness, tube layout, baffle type, baffle spacing and
cut, and the tube length~if known!. Additional information would
include nozzle orientation data, maximum allowable diameter
and/or length, type of bypass sealing devices if required, and~usu-
ally! the requirement that TEMA construction standards for such
items as tube-to-baffle clearance would be met. If a hand design
method is to be used, these values should be estimated as closely
as possible a priori in order to minimize the calculation time. A
method for making those estimates is given in Section 3.1.4 of
Hewitt, HEDH-1998@3#.

If a computer method is used, the program itself will provide
the starting estimates for shell diameter and baffle cut and spac-
ing. Usually, the largest allowable values are chosen, resulting in
the minimum shell-side pressure drop. These parameters and oth-
ers such as number of tube-side passes are later modified in the
design modification step in order to close in on the optimal design.

The next step is to ‘‘rate’’ the performance of the starting design
for the specified service. Figure 3 illustrates the function of the
rating program: It takes the specified streams and their input con-
ditions and calculates the changes in temperature and pressure
effected on those streams by the specified heat exchanger. A more
detailed look at how a typical rating program is developed is
given later. The thermal rating output is either the outlet tempera-

Fig. 2 Basic logical structure of the process heat exchanger
design procedure

Fig. 3 The rating program: Core block of the heat exchanger
design process
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tures and corresponding thermal duty of the exchanger if the
length has been specified, or the length required for the otherwise
specified exchanger to satisfy the thermal duty given in the input
data. The pressure drops of each stream are also calculated. If one
is rating an existing exchanger, these output values should be
sufficient to determine the feasibility of using that exchanger in
the prescribed service. If, however, a new exchanger is being de-
signed, the process has only started.

In the design case, the heat duty is compared to that required
and the pressure drops to those allowed. If the duty is sufficient
and both pressure drops are near but below the allowed values, the
thermal/hydraulic design is complete and the designer can move
on to cleaning up and verifying the mechanical design, cost esti-
mation, etc. If not all of those conditions are satisfied, the designer
~if by hand!or the program~if by fully integrated computer pro-
gram!moves on to the design modification program.

The purpose of this step is to examine the output of the rating
program and determine what is good and acceptable and what was
unacceptable in the case that was rated. Then, the designer or the
program must select what can be changed to most efficiently cor-
rect the deficiency without too badly upsetting that which was
good. Here, the designer by hand has the intellectual advantage
because she or he has been able to observe the outcome of each
step in the calculation and can concentrate immediately and di-
rectly upon those changes~unlike the computer, the person can
make several changes at once! likely to have the desired effect.
Indeed, the designer may have aborted the rating calculation
early on when it was evident that the final results would be
unacceptable.

The design modification program in the computer is quite rigid
and must follow a very logical diagram to ensure that it is making
changes that will move in the right direction, are physically real-
izable, and adhere to accepted manufacturing and mechanical
code standards. Convergence to a final result from a wide range of
input conditions is critical. Such a program taxes the knowledge,
logical ability, and programming skill of the best designers and
programmers in the business. An early version of a shell-and-tube
design modification code involved about 40 binary decisions, al-
lowing 240 ~about 1.131012535,000 years at 1 computation per
second!different logical~or illogical! paths through the program.
One error in the logic, or failure to close a decision point, is a
potential Trojan horse.~In fact, an early version of this program
out for testing refused to allow a design with more than two tube-
side passes, because of a word-length difference between the com-
puter it was developed on and the computers that most of the user
companies had.!

A weak point in the rigid computer logic is its no-tolerance
policy on the allowable pressure drop. First, the allowable pres-
sure drop is there to be used to the fullest to obtain the best
possible design. There are no prizes given either for wasting pres-
sure drop on poor design features or for failing to use as much of
the allowable drop as possible. Second, the allowable pressure
drops are usually specified by the process engineer based on ex-
perience and a reasonable allocation of the total available pressure
difference between major processing units: Other than in vacuum
or low-pressure gas systems, the pressure drops are rarely opti-
mized nor are they usually a major cost or operational feasibility
factor. Third, the best exchanger design methods have a typical
uncertainty of630% on the calculated pressure drop when clean,
and a much higher and more uncertain value under many fouling
conditions. Therefore, after the program has converged on the
optimal design, it is common practice to print out the major pa-
rameters for the last three or four rating cases for examination by
the designer and for consideration as alternate designs by the pro-
cess engineer.

As a final point, every major heat exchanger design produced
by a computer program needs to be carefully examined by both an
experienced designer and an experienced process engineer for ba-
sic reasonableness in the context of the application. Too often, the

output of a computer design program is accepted without question
by an inexperienced engineer who has no basic understanding of
the fluid-mechanical or thermal processes occurring in the heat
exchanger nor an awareness of the uncertainties in the basic data
or the design assumptions built into the program.

History of the Development of a Rating Method
Since the rating program is the key block in the design method

logic, it will be instructive to retrace the steps by which one such
a program evolved. The so-called ‘‘stream analysis method’’ for
shell-and-tube heat exchangers in shell-side sensible heat transfer
service is chosen because of its importance and the author’s long
involvement in this work. Prior to Tinker’s publication in 1951
@4#, the design calculations were largely based on a highly ideal-
ized flow pattern of crossflow in a series of ideal tube banks
connected by window regions of flow parallel to the tubes. This
neglected the presence and the effect on both heat transfer and
pressure drop of several tube bundle bypass and baffle leakage
streams due to necessary construction features of the exchanger.
This tended to overestimate both the heat transfer coefficient and
the pressure drop.

Tinker @4# presented a diagram, shown here~in modified form!
in Fig. 4, which identified the five basic streams that occur on the
shell side of a typical exchanger. Stream B is the nominal main
stream that flows across the tube bank and through the next win-
dow to the next tube bank.~‘‘Nominal’’ is used here because in
fact this stream is often less than half of the total flow in the
exchanger.!Stream A is the tube-to-baffle leakage stream, flowing
through the small but necessary clearances between the tubes and
the baffles. Stream A thus short-circuits part of the heat transfer
surface but it is a high velocity stream in close contact with heat
transfer surface, so it does not represent a major penalty against
thermal performance. Stream E similarly flows through the shell-
to-baffle clearances, but away from any heat transfer surface. It
causes a major loss in the thermal performance, especially in
laminar flow. These clearances are limited by TEMA@1# manu-
facturing standards, but cannot be eliminated entirely in practical
heat exchangers.

Stream C is the bypass stream flowing between the tube bundle
and the shell. In fixed tubesheet or U-tube bundle design, this
stream can be minimized by careful matching of the tube layout to
shell inside diameter. However, there are significant clearances
required by the various floating head designs employed when ther-
mal stress between shell and tube bundle is a problem. In those
cases, seal strips around the periphery of the bundle should be
used to partially block the bypass stream and force it back into the
tube field. Finally, and this is a later addition to the Tinker dia-
gram, there is an internal bypass stream, F, which exists whenever
there are tubes omitted to accommodate the pass partition plates
used in the tube-side headers to allow multiple tube-side passes.
Ordinarily, care would be taken to position these clearances per-
pendicular to the shell-side flow direction~unlike that shown in
the diagram!, but they would almost certainly occur with six or

Fig. 4 Idealized diagram of shell-side flow streams „see Refs.
†4,5‡…
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more passes, and often with four passes. This stream is not as
detrimental as the C stream because it flows nearer to the main
heat transfer surface. It may be partially blocked by seal strips or
internal tie rods.

Having identified the streams, Tinker then set up a system of
pressure nodal points similar to that shown in Fig. 5, taken from a
later paper by Palen and Taborek@5#. Since streams extending
from one nodal point to another must undergo the same pressure
loss, Tinker developed the equations for flow through the various
paths using friction factors for flow across the tube banks, through
the windows, and through the bundle bypass clearance. He also
wrote the equations for the leakage flows using annular orifice
coefficients. The friction factors were of course functions of ge-
ometry and Reynolds number.

This elaborate system of equations had to be solved by hand,
the computer being in its infancy, and the method was too time-
consuming for practical use. Also, there were few friction factor
and orifice coefficient data available, and attempts to estimate
constant values proved unsatisfactory. And there were few reliable
experimental data on commercial exchangers available to verify
the predictions.

Simultaneously, however, Professor Allan Colburn and Profes-
sor Olaf Bergelin were working with ASME, TEMA, Esso
~Exxon!, du Pont, York, Downingtown Iron Works, Andale, and
other interested parties to establish and fund a research program in
the Department of Chemical Engineering at the University of
Delaware for a systematic study of shell-and-tube heat exchang-
ers. This program came into being in 1947 and continued until the
issuance of the Final Report in 1963. The program started with the
determination of friction factors and Colburnj factors for seven
ideal tube banks over a Reynolds number range from~eventually!
1 to 8000; These tube banks were later modified by removing
tubes adjacent to one wall in order to obtain friction and heat
transfer data for bypass flows. The next study was of a small but
carefully scaled cylindrical exchanger in which the leakage paths
could be sealed off~by a technique not feasible in industrial ser-
vice! and the baffle cut and spacing varied. Subsequent studies

selectively removed the baffle sealing and varied the leakage
clearances. A larger cylindrical exchanger was designed and tested
to validate and extend the data gathered on the small exchanger,
and to allow bypass studies by removing the outermost tubes.
Along the way, a detailed study of annular orifice coefficients for
the full range of baffle leakage geometries was carried out@6#.

The results of the Delaware project were fully reported in three
reports of the University of Delaware Engineering Experiment
Station @7–9#. A design method still suitable for hand use~and
subsequently, hand-held programmable calculators! was first pub-
lished in 1960~Bell, 1960! @10# and is readily accessible in a
number of references, notably Section 3.3 by Taborek in Hewitt,
HEDH-1998@3#.

Two further developments in this time frame were occurring
that would eventually converge to bring shell-and-tube design to a
practical and reliable level. The first—and continuing—
development was in fast, large-scale, user-friendly computing.
The second was the formation of Heat Transfer Research, Inc.
~HTRI! in 1961. HTRI is a cooperative proprietary research orga-
nization funded by the member companies, which include most of
the large petroleum and chemical processors, engineer/contractor
firms and heat exchanger manufacturers. Dr. Jerry Taborek was
the first Technical Director, and I early on became a consultant to
the organization.@We should also note that Heat Transfer and
Fluid Flow Services~HTFS!was founded shortly thereafter in the
United Kingdom, with a similar charter and Dr. Geoff Hewitt as
the chief technical person. In spite of a certain air of competitive-
ness between the two organizations, the principals developed
close personal and professional relationships.# HTRI acquired a
large-scale test facility and an extensive data bank of test data on
commercial exchangers from C. F. Braun and Co., and augmented
this data bank with tests on carefully designed commercial-sized
test heat exchangers.

Thus, about 1961, all the pieces came together to bring Tinker’s
concept to fruition: The detailed fundamental data were available
from the Delaware project, the technical staff and resources to
analyze the data and develop the computer algorithms were avail-

Fig. 5 Schematic model of shell-side flow paths and resistances across one baffle space
„see Ref. †5‡…
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able at HTRI, computing capabilities were adequate to the com-
putational task, and the large-scale data were available to validate
the output. There were, however, gaps in the data—f and j corre-
lations for some of the basic tube layouts as functions of Reynolds
number were simply nonexistent, and how to deal with the distor-
tion of the temperature profile by the leakage and bypass streams,
for example. Most of these gaps were filled in by what can be
described as very informal work sessions among Taborek, Palen,
Mueller, and the author around Jerry’s swimming pool, giving rise
to the legend of the Taborek Three Martini Correlation. In the
event, the results validated the techniques.

Palen and Taborek@5# give a general description of the stream
analysis method at that date, and show a comparison of the heat
transfer and pressure drop data against the large experimental data
bank covering a wide range of shell-and-tube exchanger size, flow
rate, and fluid properties. The comparison charts for the approxi-
mately 1300 shell-side pressure drop and 1000 heat transfer data
points for the three best~at that date!design methods are given
here as Figs. 6 and 7.~My apologies—the figures shown here are
copied directly from the published paper and are difficult to read.
The original figures have been lost.! For the pressure drop, the
ordinate is the ratio of the computed pressure drop to that actually
measured, so a value greater than 1.00 is ‘‘safe.’’ It can be seen
that the stream analysis method~‘‘HTRI method’’! is the most
accurate, but still has error bounds of about630% for the bulk of
the data. For heat transfer, the comparison is made on the basis of
the ratio of the heat duty predicted for the exchanger to that actu-
ally transferred, so a value greater than 1.00 is ‘‘unsafe.’’ The bulk
of the heat transfer results fall within about620% of the actual
value.

The stream analysis method has been considerably expanded in
the last 30 years to include a number of additional design types

such as ‘‘No Tubes in the Window’’~NTIW! and finned tubes, but
no major change in the underlying model has been made. The
results have met with general industry acceptance by experienced
engineers, who understand and can deal with the uncertainty and
know the obstacles to obtaining a step improvement.

How About Using Computational Fluid Dynamics
„CFD…?

A question that will occur to any engineer familiar with the
current state of the art in fluid mechanics is, ‘‘Why not use CFD
methods to get the right answer?’’ The answer is that they have
been used with some success to obtain certain results: Prithiviraj
and Andrews@11# used a three-dimensional program,HEATX, to
calculate the shell-side pressure drop in 12 heat exchangers~nine
full bundles and 3 NTIW! whose pressure drop had been mea-
sured, and obtained agreement within about610%. Kistler @12#
says that HTRI has used CFD methods in studying flow distribu-
tion in manifolds and air flow in the vicinity of air-cooled heat
exchangers. Ljubicic@13# says that CFD has been used to calcu-
late the heat transfer and pressure drop inside the Twisted Tube®
used in shell-and-tube heat exchangers designed and built by
Brown Fintube~see further description later!.

A basic difficulty in using current CFD methods for the shell
side of shell-and-tube exchangers is that the methods require that
the flow field be entirely laminar or entirely turbulent and have no
criteria for selecting or changing flow regime during a computa-
tion. Further, additional information is required to select the
proper turbulence model, and CFD methods do not exist for tran-
sition flow. Shell-side flows have a wide transition range~or per-
haps they are simply ‘‘disturbed’’!, and evidently little has been
done to characterize the turbulent flow characteristics in tube
banks and the even less regular geometries found in the peripheral
regions.

Turning to the heat transfer problem, one must consider the
distortion of the temperature profile caused by the leakage and
bypass streams and their incomplete mixing with the main stream.
This requires in principle that the thermal balance be carried out
on each stream and related~through the local overall heat transfer
coefficient!to the temperature change of the other stream. Even if
the fundamental mechanisms were well understood~and they are
not!, the computational effort would, in the author’s opinion, be
too cumbersome to consider for the repetitive calculations that are
part of the design process. If available, a validated CFD method
would be useful for a detailed evaluation of a proposed final or
near-final design, or for trouble shooting. The effort to develop a
comprehensive, validated CFD program, including the fundamen-
tal studies and evaluation of the stream mixing phenomena and
the generation of accurate large-scale test data for validation
would likely have a price tag on the order of $10 million, and
there is simply no support in sight for that kind of expenditure.
But CFD will certainly have a continuing role to play in special-
ized applications such as those mentioned, and those applications
will expand enormously if a reliable two-phase~liquid-gas/vapor!
program were to become available.

New Developments in Heat Exchanger Construction
Any discussion of heat exchanger design must recognize that

the options available to the designer are constantly expanding.
Even the old standbys are being dressed up with new possibilities.
Looking at the tube side of shell-and-tube exchangers, both inter-
nal and external enhancements are in common use. Externally,
low finned tubes are commonly used with low coefficient fluids
~like gases!on the shell side to increase theh0A0 value and reduce
the overall size of the exchanger. Internal tube enhancements like
internal fins~straight and spiraled!, twisted tapes, wire inserts, and
artificial roughness are employed to increase the area and/or the
coefficient, and in some cases, to minimize the fouling.

Several developments are improving the shell-side perfor-
mance. The helically baffled heat exchanger~Kral et al. @14#!,

Fig. 6 Pressure drop error ratios for three shell-side rating
methods „see Ref. †5‡…. „Reproduced with permission. Copy-
right © 1969 AIChE. …
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shown in Fig. 8, substantially alters the shell-side flow pattern by
inducing a swirling pattern with a velocity component parallel to
the tubes. As might be expected, this improves the heat transfer to
pressure drop ratio, with an apparently optimal helix angle of 40
deg. Without access to the proprietary design procedures, one
might reasonably have questions about temperature and velocity
profiles from the center to the periphery. However, the design has
been accepted into standard practice and is commercially avail-
able as the Helichanger in the US.

Another shell-side design used in Europe and only recently re-
introduced to the US scene is the disk-and-donut configuration
~see Ref.@15#!, shown schematically in Fig. 9. This design essen-
tially eliminates the C~bundle bypass!stream while preserving
the clearance required for floating head designs.

The Twisted Tube® configuration shown in Fig. 10 is especially
interesting from both shell-side and tube-side aspects. Developed
in Sweden and marketed in this country by Brown Fintube, this
tube is self-supporting against vibration and sagging, without the

Fig. 7 Heat flux error ratios for three shell-side rating methods „see Ref. †5‡.… „Reproduced
with permission. Copyright © 1969 AIChE. …

Fig. 8 Schematic diagram of the shell-side flow in a helically
baffled heat exchanger „see Ref. †14‡…. „Courtesy, ABB Lummus
Heat Exchanger, Bloomfield, NJ. …
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use of shell-side tube supports~baffles!. The tortuous but essen-
tially constant cross-sectional~and hence, nonseparating! flow
paths provide secondary flow patterns on both sides, with particu-
lar enhancement of heat transfer in laminar flow, and true coun-
tercurrent flow in 1-1 exchangers. It is necessary to shroud the
tube bundle to minimize bypass flow around the periphery.

Turning to other exchanger types, the various configurations of
the plate heat exchanger are becoming competitive in applications
never before possible. The original design~Fig. 11! relied upon
gaskets to seal the fluids against leaking to the atmosphere, and
this severely limited the process temperatures and pressures for
which plate heat exchangers could be considered. Further, the nar-
row spacing between plates effectively eliminated plate exchang-
ers from consideration for low density gases and most condensa-
tion and vaporization services. The development of plates welded
together in pairs allowed much higher pressures in one stream,
and the all-welded construction allowed both higher pressures and
higher temperatures in both streams. Plate redesign to allow
higher spacing, while retaining the mutually self-supporting fea-
ture, permitted application to some gas and liquid-vapor phase
changes duties that were formerly off-limits. However, the all-

welded design forfeits the flexibility of quickly and easily chang-
ing the number of plates and/or the configuration to meet changed
process requirements, which had always been a feature of the
plate exchanger concept.

In recent years, ‘‘printed circuit’’ exchangers have been intro-
duced and provide very compact heat transfer surface. These ex-
changers are formed from plates on which multiple parallel fine
channels~typically 1–4 mm deep and wide! are formed by tech-
niques similar to those used for printed circuit boards. The plates
are then bonded together to form a monolithic block and inlet and
outlet channels welded on. The small diameter, relatively short
channels give high heat transfer coefficients even in the usual
laminar flow mode, and the construction gives high heat transfer
areas per unit volume. These exchangers must be protected
against plugging by particulate matter, usually by upstream strain-
ers, but they have proved useful in such services as high-pressure
gas processing on ocean platforms.

The earlier citations are only a small sampling of the ingenuity
being brought to bear upon the manifold problems of process heat
transfer technology.

Fouling: The Greatest Unsolved Problem in Process
Heat Transfer

‘‘Fouling’’ refers to any unwanted deposit of material on a heat
transfer surface, or by extension, to any deposit that alters the
desired fluid flow pattern. Fouling creates an additional resistance
to heat transfer and increases pressure drop by narrowing or clos-
ing off flow passages. Fouling may arise from many different
sources, among them deposition of suspended particulate matter,
corrosion of the surface, formation of polymeric materials from or
decomposition of process fluids~coking, caramelization, tar for-
mation, etc.!, crystallization or precipitation~especially of inverse
solubility substances like calcium sulfate!, and biological growths
from algae to mussels. Only a few services can generally be re-
garded as free from fouling or, for other reasons, little affected by
the usually encountered degree of fouling: Air and other clean
gases, saturated light hydrocarbons, and ultra-pure water systems
are examples. Some fouling is self-limiting: For example, some
deposits weaken as they get thicker or age, and the increasing
fluid shear stress is sufficient to remove~on the average!fouling
about as fast as it is formed. Other types of fouling increase with-
out practical limit until the only option is to shut the equipment

Fig. 9 Schematic diagram of a disk-and-donut heat exchanger
„see Ref. †15‡…

Fig. 10 Diagram of two Twisted Tubes®, showing how tubes
are mutually self-supporting. „Courtesy, Brown Fintube Co.,
Houston, TX. …

Fig. 11 Exploded diagram of a gasketed plate heat exchanger.
„Reproduced with permission of Alfa Laval Inc. …
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down and clean. Both chemical and mechanical~brushing, water
jets, drilling! cleaning methods are available, depending upon the
nature of the fouling.

Fouling is usually provided for through the incorporation into
Eq. ~3! of fouling resistances, either estimated by the customer
based on past experience or selected from various tables of rec-
ommended values. These are at best rough guesses and primarily
intended to buy some additional operating time before having to
shut down for cleaning. Using a fixed value neglects the fact that
fouling is usually a transient phenomenon. A problem that occa-
sionally arises from this is that the start-up of a clean exchanger
may result in higher than designed-for heat transfer~and higher
surface temperatures! and consequent premature initiation and
rapid growth of the fouling. Nesta and Bennett@16# have just
published a paper emphasizing some quantitative guidelines in
designing shell-and-tube exchangers to limit the fouling effects to
an acceptable asymptotic value.

Recognizing that fouling has become the primary source of
uncertainty in heat exchanger design, research in this area has
recently become fashionable, even in universities. The literature
on fouling has correspondingly exploded, though much of it tends
to be anecdotal and difficult to develop into a coherent body of
understanding of mechanisms. One exception to this is the many
years of work on cooling tower water and its treatment, carried
out by HTRI under the guidance of J. G. Knudsen. Unfortunately,
much of this work is proprietary. The most comprehensive single
source of information is by Bott@17#. Because of space limitations
in this paper, I can only suggest combing the literature for the
many contributions made by N. Epstein, A. P. Watkinson, H.
Muller-Steinhagen, E. F. C. Somerscales, and C. B. Panchal, to
name a few of the past and present pioneers in this very difficult,
but vital, aspect of heat exchanger design.

Closing Comment
Even given its basis in science, heat exchanger design for the

process industries is still a highly subjective and selective art
form. Undoubtedly, it will become more rationalized and quanti-
fied as more is learned of the basic processes and practical means

evolved to utilize that learning in the design process. All of this
has been and will continue to be great good fun.
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Contact Resistance Measurement
and Its Effect on the Thermal
Conductivity of Packed Sphere
Systems
There has been a growing interest in porous systems with a smaller length-scale modeling
requirement on the order of each particle, where the existing tools tend to be inadequate.
To address this, a Discrete Conduction Model was recently proposed to allow for the
transient temperature calculation of 3D random packed-sphere systems for various mi-
crostructures. Since many of the motivating applications involve contacting spheres and
since there has been a limited number of contact-resistance studies on spheres undergoing
elastic deformation, the objective of this study is to obtain measurements of the contact
resistances between metallic spheres in elastic contact, as well as to quantify their influ-
ence on the effective thermal conductivity. To accomplish this, an experiment was con-
structed utilizing air and interfacial resistance to replace the functions of the guard heater
and vacuum chamber, and in so doing, enabled transient observations. The overall un-
certainty was estimated to be66%, and the results were benchmarked against available
data. A correlation was obtained relating the contact resistance with the contact radius,
and results showed the contact resistance to have minimal transient behavior. The results
also showed that the neglect of contact resistance could incur an error in the effective
thermal conductivity calculation as large as 800%, and a guideline was presented under
which the effect of the contact resistance may be ignored. A correlation accounting for the
effect of contact resistance on the effective thermal conductivity was also presented.
@DOI: 10.1115/1.1795231#

Introduction
Heat transfer in a porous medium is an area rich in practical

applications and has for decades attracted numerous researchers.
By and large, most of the earlier pioneering studies were driven
by large length-scale applications, such as geothermal heating,
and therefore, the typical assumption of a continuous, macro-
scopic system with effective thermal properties was generally ad-
equate. More recently, however, there has been a growing interest
in modeling porous systems with a smaller length-scale require-
ment on the order of each particle, and for these applications, the
existing tools are generally inadequate~c.f. @1,2#!. To address this
shortcoming, a Discrete Conduction Model was recently proposed
@1#, which, when combined with a packing algorithm@3#, allows
for the transient temperature calculation of three-dimensional
~3D! random packed-sphere systems for various microstructures.
From these results, correlations were obtained for the determina-
tion of any packed bed’s effective thermal conductivity given the
relevant microstructural parameters~i.e., the coordination number
Nc and the contact area ratio,g!.

However, many of the motivating applications involve contact-
ing spheres, which have imperfect contacts similar to those be-
tween nominally flat surfaces~Fig. 1!. This gives rise to a tem-
perature jump when heat is transferred across the contact, and
since this is due to the existence of the contact, the associated
resistance is often referred to as the contact resistance. Since, in
general, the actual contacting area may be as low as 0.1% of the
nominally contacting area@4#, the effect of contact resistance may
be important, particularly for contacting spheres where the nomi-
nal contact area is small to begin with. This can also be inferred

from an earlier experimental study@5#, where the results showed
the effective thermal conductivity of a packed-sphere system to
increase with increasing compression force. Still, it is unclear how
much of this change was due to changes in the contact resistance
and how much was due to changes in the microstructure, specifi-
cally the contact area ratio, of the packed bed. In this regard, it has
already been demonstrated that even assuming perfect contacts,
changes in the contact area ratio affects the overall thermal con-
ductivity by changing the constriction resistance within the
spheres@1#.

How important is the contact resistance in a packed-sphere sys-
tem? What is the extent of this effect? How does it hinder the
numerical modeling efforts? Questions such as these are not only
important, fundamentally, but practically as well since
application-oriented studies have found the existing heat transfer
tools ‘‘appreciably over-predicts the hot spot’’@6#. Unfortunately,
there have only been a limited number of studies on spheres, and
most of these were generally applicable only for spherical sur-
faces undergoing plastic deformation~c.f. @7–10#!. For the elastic
deformation range, there is a shortage of data. Therefore, the ob-
jectives of the present study are to measure the contact resistance
~with air gap!for the appropriate deformation range, to study its
effect on the overall thermal conductivity, and then, finally, to
quantify it through an appropriate correlation.

Experiment

Overview and Experimental Procedures. Most of the exist-
ing measurement techniques utilize guard heaters in measuring
contact resistances, as it ensures a one-dimensional temperature
distribution in the reference materials@11#. The drawback of this
approach is that it interferes with the stated objective of transient
measurements. Therefore, to accomplish our stated objectives, a
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new experimental arrangement is needed, which is shown in Fig.
2. The focus of this experiment is the sphere for which the
contact-resistance measurement was made. On the left and right
side of this sphere are the hot and cool pistons, respectively. The
sphere in-between these two pistons is pressurized through a com-
pression screw acting on the right-hand side of the cool piston,
while the resulting force is measured by a force transducer located
on the left-hand side of the hot piston. Besides exerting a force on

the sphere, the two pistons also provide a heat-flow through the
sphere, which was accomplished by maintaining the two pistons at
different temperatures through circulating water baths.

Prior to taking the data, the specimens were cleaned in an ul-
trasonic alcohol bath, their surface roughness was measured at 20
locations on each sphere~Tencor Alpha-Step 200 surface-profile
system!, and then they were loaded into the test section maintain-
ing contact only with the hot piston. After the temperatures of
both the hot piston and specimen reached steady state, the cool
piston was immediately brought into contact through the compres-
sion screw and temperature measurements were taken from ther-
mocouples embedded within the two pistons at intervals of 15 s
until steady state was reached. Within each piston, temperature
was measured at seven locations, of which four were used to
calculate the heat flow and extrapolate the contact temperature
~linear extrapolation!, and the remaining three were used to moni-
tor for heat loss in the radial direction. In this way, the contact
temperature and heat flow were determined from the hot and cool
pistons. As given below in Eq.~1!, the difference between these
two contact temperatures were used as the driving potential and

Fig. 1 Schematic showing the temperature jump due to imper-
fect contact between two surfaces

Fig. 2 Experimental setup shown in a… photo and b… schematic
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this was, in turn, divided by the average of the two heat flows to
determine the total resistance between the two pistons

RT5
~Tc,hot2Tc,cool!
1
2~Qhot1Qcool!

(1)

For measurements involving only one sphere between the two
pistons, this total resistance consists of the constriction resistance
within the sphere and the contact resistances between the sphere
and the pistons. For measurements involving two spheres in be-
tween the pistons, the total resistance will additionally contain the
contact resistance between the two spheres and the associated

constriction resistance. Therefore, the contact resistance between
the two spheres can be obtained by subtracting the total resistance
with one sphere from the total resistance with two spheres, and
then finally subtracting the constriction resistances between the
two contacting spheres. This is given below in Eq.~2a!, where
RT,2 represents the total resistance for 2 spheres,RT,1 represents
that for 1 sphere, andRk is the constriction resistance given in Eq.
~2b! @11#:

Rc5RT,22RT,12Rk (2a)

Fig. 3 Illustration showing a… picture of the piston, b… the location of the thermocouple placement positions,
and c… the piston
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Rk5
1

2krc
(2b)

r c5F3

4

~12n2!

E
Fr sG1/3

(2c)

Equation~2b! requires knowledge of the contact radiusr c , which
was determined using the Hertz relation@Eq. ~2c!#, given by Ti-
moshenko and Goodier@12# for spheres subject to a compressive
force F and undergoing elastic deformation. This force was mea-
sured by the force transducer located on the left-hand side of the
hot piston, and to verify for elastic deformation, the spheres were
tested using a UTM machine~MTS Sintech 10/D!.

Detail Setup

Piston Assembly. The pistons were machined out of alumi-
num 6061-T6~167.27 W/m-K!to a dimension of 1060.05 mm in
diameter and 4060.05 mm in length. As shown in Fig. 3, two fin
structures, measuring 260.1 mm in width and 260.05 mm in
height were also machined into each piston in order to create a
260.05 mm insulating air gap between the surface of the piston
and the inner insulation shell. The thickness of this air gap was
chosen to ensure that the Rayleigh number was less than 1700,
and thus the air became a nonconvecting medium with a thermal
conductivity of 0.026 W/m-K.

To maintain the temperature of the piston, water was circulated
between the piston and constant-temperature water tanks, in
which 1.5 kg of stainless steel screens was placed to provide
thermal capacitance. To ensure turbulent heat transfer, the water
was circulated within the 860.1 mm dia opening at a controlled

flow rate of 5 l/min and a corresponding Reynolds number of
3800. Each water tank was made out of 10 mm nominally thick
acrylic, and the internal volume was 0.027 m3 ~300 mm3300
mm3300 mm!. Immersed in the hot-water tank was a 450-ohm
resistor connected to an electric current source through an Omega
CN9000 temperature controller~accuracy of60.5°C!, operating
in an on/off mode. The temperature of the hot-water tank was
monitored and confirmed to be within60.25°C of the set point.
Besides the hot-water tank, the temperature of the cool-water tank
was also maintained at 0.560.2°C by the usage of an ice bath.

As shown in Fig. 3~b!, a total of seven openings were created at
various locations of each piston. Four openings~160.1 mm in
diameter and 560.1 mm in depth!were precisely machined along
the centerline of the piston, in order to provide temperature mea-
surements in the axial direction, which were used to extrapolate
the contact temperature~with the sphere!and to compute the axial
heat flow. The centers of these four openings were located 1.5
60.1 mm from each other, and the center of the first opening was
located 360.1 mm from the end of the piston. In addition, three
openings were also precisely machined at various angular loca-
tions in order to provide radial temperature measurements. These
three openings~160.1 mm in diameter!were created at the same
axial location, but spaced apart at 9060.1 deg and with respective
depths of 1.660.1 mm, 3.360.1 mm, and 560.1 mm. The net
effect is that these three openings allowed temperature measure-
ments to be made 1.660.1 mm from each other and 1.660.1 mm
from the surface of the piston. These three temperature measure-
ments were used to compute the heat loss in the radial direction.

Fig. 4 Schematic showing the placement of the inner and outer shells

Fig. 5 a… Schematic and b… photo of the sphere-shell utilized to insulate the sphere
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Inserted within the openings, along with OmegaTherm-201
heat-sink compounds, were 0.254 mm~nominal diameter! type-T
thermocouples~nominal outer diameter including insulation layers
of 1 mm!. These thermocouples were connected to an Omega DP
41-TC ~accuracy of60.005%! read-out through a silver-plated
Omega OSW5-39 thermocouple-selector switch. All the thermo-
couples were calibrated over the range of 0–100°C against a set of
NIST-traceable mercury-in-glass thermometers~accuracy of
60.025°C!. The measurements showed these thermocouples to
have an accuracy of60.01% over the range of 0–100°C.

Insulation and Alignment. Figure 2~b!shows the piston and
spheres to be enclosed within a composite shell structure. This
shell structure serves the function of aligning the pistons and the
sphere as well as providing the necessary thermal insulation. The
latter function is particularly important in light of the absence of a
guard heater. Further examination of Fig. 2~b! shows one outer
shell and three inner shells. The outer shell was machined out of
ABS ~k50.27 W/m-K! @13# to a length of 8560.5 mm, an inner
diameter of 3010.1/20 mm and an outer diameter of 8360.1
mm. Contained within this outer shell were three inner shells, two
of which housed the hot and cool pistons and the third housed the
sphere. These three inner shells were separated into noncontacting
units in order to accommodate different sphere sizes and to mini-
mize any axial heat flow between them.

The two inner shells that housed the pistons were identical and
are called piston shells, while the inner shell that housed the
sphere is called the sphere shell. Similar to the outer shell, all
three inner shells were machined out of ABS, and as shown in Fig.
4, they were utilized here in order to introduce air gaps~260.05
mm! and thus minimize any heat flow to the outer shell. In addi-

tion, additional air gaps were introduced between the piston and
piston shell and between the sphere and the sphere shell. To create
the air gap in the piston, large sections of the piston and the inner
surface of the sphere shell~Fig. 5!were machined away, leaving a
clover pattern for the sphere shell and finlike structures on the
pistons. In order to preserve the alignment of the pistons within
the piston shell, the spacing between these finlike structures was
typically at least equal to the inner diameter of the piston shells.

The composite shell structure was mounted within two identi-
cal, carbon-steel Vee-blocks, which, as shown in Fig. 6, consisted
of a movable upper jaw~subtended angle of 140 deg60.1 deg!
and a stationary lower jaw~subtended angle of 90 deg60.1 deg!.
To align the Vee-blocks, they were fitted onto a base, which was
machined out of medium carbon steel to a tolerance of60.05
mm. Also attached to the base were the force transducer~Omega
LCCB-200! and the compression screw, and these were aligned
with the Vee-blocks with an overall misalignment of less than 0.2
mm, so as to minimize the contact force between the pressurized
spheres and the shells. The overall misalignment is estimated to
yield a force measurement with a maximum uncertainty of 0.08%.
The force transducer was connected to a digital readout~Omega
DP2000!and calibrated against an electronic balance to an accu-
racy of 60.5 N. Furthermore, to minimize the uncertainty from
friction, the force transducer was also mounted on roller bearings
to enable free movement.

Results and Discussion

Verification, Error Analyses and Benchmarking. A total of
two sphere sizes, made out of three different materials, were uti-

Fig. 6 Schematic of a… the upper Vee-block and b… the lower Vee-block
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lized in this study, and for each size, a total of 10 spheres were
used. As shown in Table 1, the roughness measurement for each
sphere size exhibited sufficient uniformity to enable meaningful
measurements. Besides roughness measurements, the spheres
were also subjected to elastic deformation tests, and the results in
Fig. 7 showed the smaller aluminum sphere to exhibit the greatest
deformation~,0.3%!under a 100 N compression loading. Using
20% safety margin, a loading condition of 80 N was determined to
produce elasticlike deformation. Consequently, all the contact-
resistance measurements were made under a maximum loading
condition of 80 N, and all the spheres were discarded after the
measurement.

Besides verifying for maximum loading condition, experiments
were carried out to estimate the error in determining the heat flow
through the spheres. From the discussion preceding Eq.~1!, it is
noted that seven thermocouples were embedded within each pis-
ton for the purpose of determining the appropriate temperature
gradients. From Fig. 8, the radial temperature gradients in both
pistons were found to be small, and thus the measurements at each
axial location were taken to represent the respective planar tem-
peratures. From these, the axial temperature gradients and heat
flows were estimated for both the hot and cool pistons for various
temperature settings. As shown in Table 2, the results show the
heat-flow measurements at the hot and cool pistons to be different,
and this difference varies according to the temperature settings.
Selecting the optimum temperature setting for the cold and hot
water baths to be 0°C and 50°C, respectively, it is noted that there
is a 12% difference in the heat-flow measurement. Detailed con-
sideration of the experimental setup reveals this difference to
come from three possible sources. That is, the hot piston may be
interacting with the environment, the heat flow through the
spheres may escape through the contacts with the cylindrical
shells, and finally, the cool piston may be interacting with the
environment. Considering the hot piston first, it is noted that the
axial temperature gradients were measured at locations down-
stream of the piston flanges where heat losses would occur. Con-
sequently, the measured axial gradient already accounts for the
heat losses at the flanges, and since the radial temperature gradi-
ents were very small, it can be reasonably concluded that this
axial heat flow in the piston is essentially the heat entering the
contacting spheres. However, not all of this heat will successfully
pass through the spheres toward the cool piston, as the spheres
could lose heat by conducting to the cylindrical shell. Conse-
quently, the measured heat flow in the hot piston would likely
overestimate the heat flow between the two pistons. As for the
cool piston, it is noted that the flange that could pick up heat from
the environment is located downstream of the axially embedded
thermocouples. As a result, this would tend to lower the axial
temperature gradient and cause an underestimation of the axial
heat flow. Since the hot-piston measurement is an overestimate
and the cool-piston measurement is an underestimate, the average
of these two measurements were utilized in calculating the ther-
mal resistance in Eq.~1!.

Based on the above discussion, a reasonable estimate of the
uncertainty in measuring the contact resistance can be determined

through the expression in Eq.~3! @14#. For a typical measurement,
the temperature difference between the hot and cool pistons was
set at 50°C, with an associated error of less than 0.1°C, and this
combined with the previously discussed 12% uncertainty in esti-
mating the heat flow gives an overall uncertainty in the resistance
measurement of 12%. Since the measured resistance was calcu-
lated based on the averaged heat flows measured from the hot and
cool pistons, this 12% uncertainty can be reasonably translated as
66%.

dR5
]R

]~DT!*
d~DT!1

]R

]Q* dQ

5
1

Q* d~DT!1
DT

Q2* dQ

⇒ dR

R

5
d~DT!

DT
1

dQ

Q

Fig. 7 Plot of the compression deformation for a… 12.19 mm
diam aluminum sphere, b… 11.11 mm diam brass sphere, and c…
11.11 mm diam chrome steel sphere

Table 1 Properties of experimental specimens

Materials

A1 1100 Brass Chrome Steel

Sphere diameter~mm! 12.19 11.11 11.11
Mean Surface Roughness~mm! 0.689 0.146 0.137
Standard Deviation~mm! 0.384 0.021 0.061
Young’s modulus~GPa! 71 105 200
Tensile strength~MPa! 70–180 482.8 2241.56
Yield strength~MPa! 28–165 331.06 3034.65
Thermal conductivity~W/m-K! 240 117.15 44.77
Density ~kg/m3! 2700 8414.69 7833.41
Hardness~Rockwell! B 54-72 B 75-81 C 62-66
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For benchmarking purpose, the present experiment was utilized
to measure the thermal conductivity of a 5 mm thick aluminum
~6061-T6!disc sandwiched between the hot and cool pistons. By
subtracting the measured resistance from that, obtained by push-
ing the two pistons together, the thermal conductivity was back
calculated, which, as shown in Fig. 9~a!, is within the published
range. Finally, as shown in Fig. 9~b! the contact resistance mea-

sured by placing the two aluminum pistons in direct contact was
in excellent agreement with available contact resistance values of
aluminum@15#.

Contact Resistance. Given in Table 3 is the experimental
matrix for which contact resistance was determined. The results
for aluminum, brass, and chrome-steel spheres are shown in Fig.
10, and as expected, the trends show the chrome steel to have the
highest contact resistance and the aluminum to have the lowest for
a given compressive force. Replotting these results against the
contact radius, these data can be seen in Fig. 11 to have the po-
tential of collapsing onto a single curve. Given in Eq.~4! is the
expression for the best-fit polynomial correlation with an associ-
ated correlation coefficient of 0.8, wherer c is expressed in units
of meters andRc is expressed in units of K/W.

Thus, this is one of the first correlations to be presented in this
contact radius range, and also perhaps one of the few to show that,
surface roughness being equal, different materials exhibit different
contact resistance due to differences in the contact radius.

Fig. 8 Temperature measurements showing uniform radial
distribution in the a… cool piston and b… hot piston

Fig. 9 Comparison of a… the back-calculated thermal conduc-
tivity of aluminum against the range of expected range 155–185
WÕm-K between the dotted line and b… the measured thermal
resistance value between aluminum surfaces

Table 2 Percentage difference of heat flow between the hot
and cool pistons „%…

Number of
trial

0 vs
25°C

0 vs
30°C

0 vs
40°C

0 vs
50°C

0 vs
60°C

1 17 16 10 10 16
2 12 26 17 14 13
3 10 11 14 11 15

Average 13 18 14 12 15

Table 3 Experimental matrix for the current measurements

Material

Sphere
diameter

~mm!
Number

of spheres
Compressive

force, N

A1 1100 12.19 1 1–80
A1 1100 12.19 2 1–80
Brass 11.11 1 1–80
Brass 11.11 2 1–80
Chrome steel 11.11 1 1–80
Chrome steel 11.11 2 1–80
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Rc5
1.75310215 @W2 K22#

~r cka!3 @W3 K23#
(4)

Besides the steady-state contact-resistance measurement, this
apparatus was also designed to render transient measurements,
and so an interesting side question is whether the contact resis-
tances may vary with time. Shown in Fig. 12 is the transient
heat-flow measurement plotted together with the analytically pre-
dicted transient heat flow assuming the presence of a steady-state
contact resistance. The agreement between the analytical predic-
tion and the transient measurement seems to indicate that the tran-
sient component of the contact resistance, if it exists, is very small
relative to its steady-state value.

Effective Conductivity. To quantify the effect of the contact
resistance on the effective thermal conductivity, the presently ob-
tained contact-resistance data were coupled with the Discrete
Conduction Model@1# for 3D regular and random packed-sphere
systems. The regular packed-sphere system~Face-center Cubic,
Body-center Cubic, and Simple Cubic! consisted of 2 mm AISI-
SS304 spheres, while the random packed-sphere system consisted
of 2 mm AISI-SS304 spheres with mean coordination numbers
between 4.8 and 5.5 and mean contact radius ratios between 5%
and 20%. The contact resistance for these spheres were obtained
through Eq.~4!, which has been assumed to be applicable for
spheres of different materials so long as they have similar average
surface roughness and contact radius ratio as those measured in
this experiment. The resulting temperature of each sphere was
utilized to compute the planar-averaged temperature, which inturn
was used to compute the overall effective thermal conductivity,
herein denoted asv.

As shown in Fig. 13, the results for the regular packed sphere
system indicate the contact resistance to significantly affect the
effective thermal conductivity of the packed bed,v. Specifically,
Fig. 13~a!shows the contact resistance to be a significant portion
of the total resistance, particularly for highly conducting spheres
~Cu! or spheres with low contact radius. Focusing only on 2 mm
spheres (r c50.03 mm), the results in Fig. 13~b! further show the
neglect of contact resistance to produce an effective thermal con-
ductivity value up to eight times higher than what it should be,
and this effect is particularly prominent for spheres with large
thermal conductivity. However, from this figure it is also apparent
that the contact resistance can be reasonably neglected for certain
range of contact radius and/or sphere conductivity. From our data,
we obtained the condition given in Eq.~5! under which the ne-
glect of contact resistance would produce an error in the effective
thermal conductivity less than or equal to 10%. That is, so long as
the ratio of sphere conductivity to the square of the contact radius
is less than 73108 @Wm23 K21#, the neglect of contact resistance
may be acceptable.

Fig. 10 Contact resistance measurements for a… aluminum, b…
brass, and c… chrome-steel spheres

Fig. 11 Correlation of the contact resistance data for a large
number of sphere types and sizes

Fig. 12 Comparison of the measured and predicted transient
response of a sphere in contacts with hot and cool pistons
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r c
2
,73108 @Wm23 K21# (5)

For situations where the contact resistance cannot be neglected,
the effective thermal conductivity needs to be adjusted accord-
ingly. Denotingv0 as the effective thermal conductivity assuming
perfect contacts, the adjustment is presented below in Eq.~6!
where Rk and Rc , respectively, represent the constriction and
contact resistances based on the mean contact radius ratio of the
packing.

v5
~v0!Rk

~Rc1Rk!
(6)

Combining our earlier findings@1# for v0 andRk along with the
current measurement onRc , Eq. ~6! can be equivalently ex-
pressed below in Eq.~7!. In Eq. ~7a!, the effective thermal con-
ductivity of the packed bed,v, is expressed in units of W/m-K,
while g and Nc represent the mean contact radius ratio and the
mean coordination number and are dimensionless.

v05~0.0125Nc
210.0716Nc!ksg (7a)

v5
v0Rk

~Rc1Rk!
5

~0.0125Nc
210.0716Nc!ksgRk

~Rc1Rk!
(7b)

Rk5
0.57588

ksr c
S 12

1.092031023

g
1

3.018731025

g2

2
1.20231027

g3 D (7c)

Rc5
1.75310215 @W2 K22#

~r cka!3 @W3 K23#
(7d)

Finally, to verify the appropriateness of Eq.~7!, the effective ther-
mal conductivities for three random packed beds were calculated
both through using Eq.~7! and the Discrete Conduction Model
~contact resistance added!. The comparison, given in Table 4,
shows excellent agreement.

Conclusion
An experiment was designed and constructed to measure the

contact resistance between spheres in elastic deformation. In par-
ticular, this design did not rely on the usage of a guard heater and
was thus capable of rendering transient measurements. The ex-
perimental uncertainty was estimated to be66%, and the results
were benchmarked against available data. A correlation was ob-
tained relating the contact resistance with the contact radius, and
results also showed the contact resistance to have minimal tran-
sient behavior. The effect of the contact resistance on the effective
thermal conductivity of a packed bed was also studied, and the
results showed that under certain situations, the neglect of contact
resistance could incur an error in the effective thermal conductiv-
ity calculation as large as 800%. A guideline was, thus, presented
under which the effect of the contact resistance may be ignored,

Fig. 13 Plot showing a… the ratio of contact resistance to the total resistance against
contact radius for spheres in a Face-center Cubic arrangement and b… the effect of ne-
glecting contact resistance in calculating the effective conductivity for increasing sphere
conductivity

Table 4 Comparison of the effective conductivity computed
with Discrete Conduction Model and Eq. „7…

Mean
Nc

Meang
~%! Rc /RT

v
from

Discrete
Conduction

Model

v
computed

from Eq. ~7b!

Relative
difference

~%!

1 4.8452 5 0.491 0.221 0.224 1.36
2 5.3785 10 0.195 0.792 0.797 0.63
3 5.5418 20 0.056 1.928 1.929 0.05
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and for cases where the contact resistance cannot be ignored,
a correlation for the effective thermal conductivity was also
presented.
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Nomenclature

E 5 Young’s Modulus, Pa
F 5 force, N
k 5 thermal conductivity, W/m-K

Nc 5 number of contacting spheres or the coordination
number, dimensionless

Q 5 rate of heat transfer, W
Qo 5 initial rate of heat transfer, W

R 5 thermal resistance, K/W
r 5 radius, m;r c is contact radius
T 5 temperature, K

Greek

n 5 Poisson ratio
g 5 ratio of contact radius to sphere radius,r c /r s
t 5 time, s
v 5 effective conductivity, W/m-K

vo 5 effective conductivity with assumption of perfect
contact, W/m-K

Subscript

a 5 air
c 5 contact
k 5 constriction
s 5 sphere, or length scale withr s

ss 5 steady state

T 5 total
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Modeling Thermal Contact
Resistance: A Scale Analysis
Approach
A compact analytical model is developed for predicting thermal contact resistance (TCR)
of nonconforming rough contacts of bare solids in a vacuum. Instead of using probability
relationships to model the size and number of microcontacts of Gaussian surfaces, a novel
approach is taken by employing the ‘‘scale analysis method.’’ It is demonstrated that the
geometry of heat sources on a half-space for microcontacts is justifiable for an applicable
range of contact pressure. It is shown that the surface curvature and contact pressure
distribution have no effect on the effective microthermal resistance. The present model
allows TCR to be predicted over the entire range of nonconforming rough contacts from
conforming rough to smooth Hertzian contacts. A new nondimensional parameter, i.e.,
ratio of the macro- over microthermal resistances, is introduced as a criterion to identify
three regions of TCR. The present model is compared to collected TCR data for SS304
and showed excellent agreement. Additionally, more than 880 experimental data points,
collected by many researchers, are summarized and compared to the present model, and
relatively good agreement is observed. The data cover a wide range of materials, me-
chanical and thermophysical properties, micro- and macrocontact geometries, and simi-
lar and dissimilar metal contacts.@DOI: 10.1115/1.1795238#

Introduction
Heat transfer through interfaces formed by mechanical contact

of rough solids has many important applications, such as in mi-
croelectronics chip cooling, spacecraft structures, and nuclear
fuel-temperature prediction. Heat transfer across the interface can
take place by three different modes: i! conduction at the micro-
contacts, ii!conduction through the interstitial fluid in the gap
between the contacting solids, and iii! thermal radiation across the
gap. The radiation heat transfer remains small and can be ne-
glected when surface temperatures are not too high@1#. The mean
separation between contacting bodies is sufficiently large~of order
micrometers! that nanoscale effects influencing radiation heat
transfer can be neglected. An order-of-magnitude analysis of the
controlling heat transfer modes in the gap between contacting
bodies indicates that the heat flux attributed to Stefan-Boltzman
radiation is small and can also be neglected.

The interstitial fluid is assumed to be absent, thus the only
remaining heat transfer mode is conduction through the microcon-
tacts. In addition, the thermal rectification is not considered in this
paper. This is the phenomenon in which thermal resistance is
larger in one direction than in the other due to dissimilar materi-
als.

Engineered or real surfaces have roughness and surface
curvature/out-of-flatness simultaneously. Due to surface rough-
ness, contact between two surfaces occurs only over microscopic
contacts, which are located in the ‘‘contact plane.’’ The real area
of contact, i.e., the total area of microcontacts, is a small fraction
of the nominal contact area, typically a few percent@2,3#. As
illustrated in Fig. 1, the macrocontact area—the area where mi-
crocontacts are distributed—is formed as a result of surface cur-
vature of contacting bodies. Heat flow is constricted to pass
through the macrocontact and then microcontacts. This phenom-
enon is observed through a relatively high temperature drop
across the interface. Here an example is given to show the mag-
nitude and relative importance of TCR versus the ‘‘bulk resis-
tance.’’ Consider two 3 cm2 flat SS plates with a thickness of

5 mm and surface roughness of 1mm. The TCR for the bare joint
in a vacuum under 0.1 MPa contact pressure, is approximately 30
K/W compared to the plate bulk resistance of 0.2 K/W.

Bahrami et al.@4# reviewed the existing theoretical TCR mod-
els. They divided TCR modeling procedures into geometrical, me-
chanical, and thermal analyses and discussed aspects of each com-
ponent of the analysis in detail. Comparing to more than 400
experimental data points, Bahrami et al.@4# showed that the ex-
isting analytical models are applicable only to the limiting cases,
namely, conforming rough contacts and smooth sphere-flat con-
tacts and do not cover the entire range of TCR. Therefore, the
need for a theoretical model that can predict TCR over the entire
range of contacts still exists.

The objective of this study is to develop a compact analytical
model for predicting TCR over the entire range of nonconforming
rough contacts, i.e., from conforming rough to smooth sphere-flat
contact. A novel approach is taken by employing scale analysis
methods to achieve this goal.

Theoretical Background
Analytical, experimental, and numerical models have been de-

veloped to predict TCR since the 1930s. A large number of pub-
lications on TCR exist in the literature, which shows that the
development of a general predictive model is difficult, to name a
few Clausing and Chao@5#, Lambert and Fletcher@6#, and Nishino
et al. @7#. A comprehensive review of the literature can be found
in Bahrami et al.@4#. In this study, only a short review of the
materials used to develop the present model is given.

According to the examination of the microgeometry of rough
surfaces, surface asperities have small slopes and curved shapes at
their summits@8,9#. It is a common methodology to simplify the
contact of two Gaussian rough surfaces by the contact of a smooth
plane with a random rough surface that has equivalent surface
characteristics. The equivalent surface roughnesss and surface
slopem can be found from

s5As1
21s2

2 and m5Am1
21m2

2 (1)

Cooper et al.@10# showed that the microcontacts can be assumed
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isothermal provided the thermal conductivity in each body is in-
dependent of direction, position, and temperature.

Thermal spreading resistance is defined as the difference be-
tween the average temperature of the contact area and the average
temperature of the heat sink/source, divided by the total heat flow
rateQ @1#, i.e.,R5DT/Q. The real shapes of microcontacts can
be a wide variety of singly connected areas, depending on the
local profile of the contacting asperities. Yovanovich et al.@11#
studied the steady-state thermal constriction resistance of a singly
connected planar contact of arbitrary shape. They proposed a defi-
nition for thermal constriction resistance based on the square root
of the contact area. Square root of the contact area was found to
be the characteristic dimension and a nondimensional constriction
resistance based on the square root of area was proposed, which
varied by less than 5% for all shapes considered. Therefore, the
real shape of the microcontacts would be a second-order effect,
and an equivalent circular contact, which has the same area, can
represent the microcontacts.

Yovanovich and Hegazy@12# showed through experiments that
the surface microhardness is much higher than the bulk hardness
and that the microhardness decreases as the indentation depth in-
creases, until the bulk hardness is reached. They proposed a cor-
relation for determining the microhardness,

Hmic5c1~dv /s0!c2 (2)

wheredv mm, c1 GPa,c2 , ands051 mm are the Vickers inden-
tation diagonal, correlation coefficients determined from the Vick-
ers microhardness measurement, and a reference value, respec-
tively. Microhardness depends on several parameters: roughness,
mean absolute slope of asperities, method of surface preparation,
and applied pressure. Sridhar and Yovanovich@13# suggested em-
pirical relations to estimate Vickers microhardness coefficients,
using the bulk hardness of the material. Two least-squares cubic fit
expressions were reported

c15HBGM~4.025.77k14.0k220.61k3!
(3)

c2520.5710.82k20.41k210.06k3

wherek5HB /HBGM , HB is the Brinell hardness of the bulk ma-
terial, andHBGM53.178 GPa. The above correlations are valid
for the range 1.3<HB<7.6 GPa; the RMS percent difference be-
tween data and calculated values was reported: 5.3% and 20.8%
for c1 , andc2 , respectively. Milanez et al.@14# investigated the
effect of microhardness coefficients on TCR by comparing the

TCRs computed from the measured versus the estimated@from
Eq. ~3!# microhardness coefficients. They concluded that despite
the difference between the measured and estimated values of mi-
crohardness coefficients, the TCRs predicted by both methods are
in good agreement.

As shown in Fig. 1, there are two geometries that can be used
as basic elements to model the thermal constriction/spreading re-
sistance of the microcontacts, i! heat source on a half-space in
which microcontacts are assumed to be located far from each
other, where thermal constriction/spreading resistance of a circular
microcontact of radiusas can be found from

Rmic,half-space5
1

2ksas
(4)

whereks52k1k2 /(k11k2), and ii! the flux tube geometry, con-
sidering the effect of neighboring microcontacts. Cooper et al.
@10# proposed a simple accurate correlation for determining the
flux tube constriction/spreading resistance,

Rmic,flux tube5
c~«s!

2ksas
(5)

wherec(«s)5(12«s)
1.5 and«s5as /bs .

For smooth spherical contacts, Hertzian theory can be used to
calculate the radius of the macrocontact areaaH . Hertz replaced
the geometry of two spheres by a flat surface and an equivalent
sphere, where the effective radius of curvature is 1/r51/r1
11/r2 . Hertz derived a relationship for the radius of the contact
area

aH5S 3Fr

4E8 D
1/3

(6)
1

E8
5

12v1
2

E1
1

12v2
2

E2

whereE, v, andE8 are the Young’s modulus, Poisson ratio, and
effective elastic modulus, respectively. Clausing and Chao@5#
modeled the surface out-of-flatness by a spherical profile. For sur-
faces with large radii of curvature~approaching flat!, they pro-
posed an approximate relationship between radius of curvature
and surface out-of-flatness asr5bL

2/2d, whered is the maximum
out-of-flatness of the surface~see Fig. 2!. Using the flux tube
correlation@Eq. ~5!# and neglecting the effect of surface rough-
ness, the joint resistance for the smooth sphere-flat contact~i.e.,
elastoconstriction limit@15#! can be determined from

Fig. 1 Schematic geometry of spherical rough contact in
vacuum, heat source on half-space, and flux tube geometries

Fig. 2 Conforming rough, elastoconstriction, and transition
regions
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Rj ,EC5
~12aH /bL!1.5

2ksaH
(7)

Comparison between the elastoconstriction model@i.e., Eq. ~7!#
and the smooth sphere-flat experimental data shows good agree-
ment @4#, thus the flux tube solution can be employed for deter-
mining the macrothermal resistance.

Macro- and Microthermal Resistances
As illustrated in Fig. 1, when the heat flow rateQ is transferred

from a heat source atTsourceto a heat sink atTsink, it experiences
the macrothermal constrictionsRL,1 andRL,2 , which arose due to
the macrocontact area. Heat is then passed throughns ~parallel!
microcontacts in the contact plane, which is called the effective
microcontact resistanceRs . Therefore, TCR of a nonconforming
rough joint in a vacuum can be written as

Rj5RL1Rs (8)

whereRL5RL,11RL,2 , Rs5Rs,11Rs,2, and

1

Rs,1 or 2
5(

ns 1

Rmic,1 or 2

whereRmic,1 or 2 is the sum of thermal constriction and spreading
resistances of a single microcontact in body 1 or 2.

Equation ~8! is a general expression and applicable to all
spherical rough contacts; it was used by many researchers, such as
Clausing and Chao@5#, Nishino et al. @7#, and Lambert and
Fletcher @6#. A proof of Eq. ~8! is given as follows. Assuming
circular isothermal microcontacts, atTc , that have a mean radius
in the order ofas;mm, isothermal planes must exist at interme-
diate temperaturesTi ,1 and Ti ,2 ~i.e., Tsource,Ti,1,Tc,Ti ,2
,Tsink) at some locationl above/below the contact plane in body
1 and 2, respectively. If the microcontacts are considered as heat
sources on a half-space the distance between these intermediate
isothermal planes and the contact planel 540as;40mm @1#. As
microcontacts grow in size and number, they start to affect each
other~the flux tube geometry! and l decreases,l;bs @16#. Conse-
quently, macrothermal constriction/spreading resistancesRL,1 and
RL,2 are in series between the heat source and the isothermal plane
Ti ,1 and the isothermal planeTi,2 and the heat sink, respectively.
Also microcontacts providens parallel paths for transferring heat
between two isothermal planesTi,1 andTi,2 .

Two limiting cases can be distinguished for Eq.~8!: i! the con-
forming rough limit~i.e., contact of flat rough surfaces where the
surface curvatures are very large thus macrothermal resistanceRL
is negligible and microthermal resistanceRs is the controlling
part!, ii! the elastoconstriction limit where the radii of curvature of
contacting bodies are small and surfaces are smooth, thus the
macrothermal resistanceRL is predominant andRs is negligible,
and iii! transition region or general contact in which bothRL and
Rs exist and have the same order of magnitude. Figure 2 shows
the abovementioned regions and their corresponding thermal re-
sistance networks. Later, a nondimensional parameter will be in-
troduced, and a criterion will be proposed to specify these limits.

The Present Model
Due to the random nature of the surface roughness, studying the

deformation and heat transfer of each single asperity is impos-
sible; instead a representative~modeled!asperity is chosen and
studied. Surface roughness is modeled by assuming a Gaussian
distribution of asperities. The RMS surface roughnesss is a mea-
sure for the mean surface asperity heights.

In this section, using scale analysis, first an expression is de-
rived for TCR of conforming rough contactsRs . Then, the non-
conforming macrocontact area is divided into infinitesimal surface
elements where the conforming rough model relation can be ap-
plied. By integrating the local conductance over the macrocontact,
an effective microcontact resistanceRs is found. Using the flux-

tube correlation, the macrocontact resistanceRL is computed. Fi-
nally, superimposing the macro- and microthermal resistances
@i.e., Eq.~8!# the joint resistance is determined.

TCR of the Conforming Rough Limit. Surface roughness
can be visualized as shallow valleys and hills with small slopes
where asperities have spherical shapes at their summits. Figure 3
illustrates a model asperity, which represents the equivalent rough
surface characteristicss andm, placed in contact with a smooth
plate at a mean separationY. Using the equivalent rough surface
simplification and considering that the mean surface slopem is
small, one can assume that the microcontacts are flat and in the
same contact plane. As discussed previously, the shape of micro-
contacts can be assumed circular. Figure 3 also illustrates a sche-
matic geometry of a representative microcontact and proportion-
alities between the mean microcontact radiusas and the surface
roughnesss and slopem. In trianglesDOBD and DABC, one
can write AC}OD from similar triangles. We also know that
AC5as and OD5L5s/m, which leads toas}s/m. This is in
agreement with Kimura@17# who proposed that the ratio of rough-
ness to asperity slopes/m, instead of roughness itself, should be
recognized as the parameter characterizing the geometrical prop-
erty of the surface.

Consideringns circular microcontacts with the mean radius of
as within the macrocontact area, the real contact area is
Ar}pnsas

2}pns(s/m)2. The microcontacts are assumed to de-
form plastically, i.e., each microcontact can be visualized as a
small microhardness indenter. The empirical correlation proposed
by Yovanovich and Hegazy@12#, see Eq.~2!, is used to estimate
the microhardness. Preserving the microcontact area~i.e.,
Av5pas

2), whereAv is the projected area of the Vickers micro-
hardness test, the Vickers indentation diagonaldv can be related to
the mean radius of microcontactsas , dv5A2pas , microhardness
becomes

Hmic}H* [c1S s

ms0
D c2

(9)

Assuming plastic deformation of microcontacts, external force can
be related to the real contact area and surface microhardness
through a force balance,

F5ArHmic}pnsS s

mD 2

H* (10)

whereHmic is the microhardness of the softer material in contact.
From Eq.~10! the number of microcontacts can be determined

ns}
F

p~s/m!2H*
(11)

It can be seen from Eq.~11! that an increase in load creates new
microcontacts, while the mean size of microcontacts remains con-
stant~i.e., as}s/m). It should be noted that the size of microcon-
tacts already in contact will increase as the load increases, or the
mean separationY decreases. However, the mean size of micro-
contacts, including new microcontacts generated, remains essen-
tially constant. This is in agreement with Greenwood and Will-
iamson@3# and also satisfies the proportionalityAr}F reported by
Tabor @2#.

Fig. 3 Schematic geometry of microcontact
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The thermal model is based on the premise thatns heat chan-
nels, covering the nominal contact area, form a set of parallel
paths for transferring heat flow. If the half-space assumption is
considered@see Fig. 1~b!#TCR can be found from

Rs,half-space5
1

2ksnsas
}

1

2ksns~s/m!
(12)

Many researchers including Cooper et al.@10# modeled the micro-
thermal constriction/spreading resistance using the flux tube ge-
ometry, thus TCR is

Rs,flux tube5
c~«s!

2ksnsas
}

c~«s!

2ksns~s/m!
(13)

wherec~•! is the constriction alleviation factor given in Eq.~5!.
The apparent contact area is covered by flux tubes with a mean
radius bs , and the relative size of microcontacts can be found
from «s5as /bs5AAr /Aa, whereAa5pbL

2. SubstitutingAr and
Aa one obtains

«s}AF/pbL
2

H*
[AP* (14)

whereP* is a nondimensional parameter that can be interpreted
as the ratio of the nominal contact pressure to the pressure at the
microcontacts. The number of microcontacts can be expressed in
terms ofP* from Eq. ~11!

ns}
bL

2

~s/m!2
P* (15)

We find the TCR for conforming rough surfaces by using the
nondimensional parameterP* and the flux tube solution

Rs,flux tube}
~s/m!~12AP* !1.5

2ksbL
2P*

(16)

or in the non-dimensional form

Rs,flux tube* 52ksLRs}
~12AP* !1.5

P*
(17)

whereL5bL
2/(s/m) is the conforming rough limit length scale.

The TCR for conforming rough surfaces, using the heat source on
a half-space solution, can be found by substituting Eq.~15! into
Eq. ~12!

Rs,half-space* }
1

P*
(18)

Figure 4 shows the comparison between Eqs.~17! and~18!. It can
be seen that over a wide range ofP* , they are almost identical
and show very good agreement. However, as expected, at rela-
tively large values ofP* the half-space relationship@Eq. ~18!#
shows slightly higher resistances than the flux tube. The RMS
relative difference between two relationships is less than 4%.
Therefore, the microcontacts can be modeled as heat sources on a
half-space, and Eq.~18! is chosen for thermal analysis of micro-
contacts.

Using scale analysis techniques we derived Eq.~18!, which
illustrates that the TCR of microcontacts is inversely proportional
to the dimensionless pressure~or external load!. To find the equal-
ity or exact relationship, Eq.~18! must be multiplied by the scale-
analysis constantc, which can be found through comparison with
experimental data, i.e.,

Rs* 5
c

P*
(19)

The dimensional forms of thermal resistance and conductance us-
ing hs51/(RsAa) are

Rs5
pc~s/m!H*

2ksF (20)

hs5
2

pc
ksS m

s D P

H*

where c and P5F/(pbL
2) are the scale-analysis constant and

nominal contact pressure, respectively. From Eqs.~20! and~10!, it
can be seen that the effective microthermal resistance is inversely
proportional to the real contact area, i.e.,Rs}(s/m)/(ksAr).

Approximately 610 experimental data points collected by An-
tonetti @18#, Hegazy@19#, Milanez et al.@20#, McWaid @21#, and
Nho @22# are summarized, nondimensionalized, and plotted along
with Eq. ~19! in Fig. 5 with c50.36. Minimizing the RMS differ-
ence between the model@Eq. ~19!# and the experimental data, the
constant of the scale analysisc was found to bec50.36. The
relative RMS and the mean absolute difference between the data
and the relationship are 14.1% and 10.9%, respectively. Table 1
indicates the researchers and the specimen materials used in the
experiments. Table 2 lists the data set number~the number that
was originally assigned to the experimental data set by the re-
searchers!; the geometrical, mechanical, and average contact tem-
perature, and the thermophysical properties of the experimental
data, as reported.

Fig. 4 Comparison between half-space and flux tube solutions

Fig. 5 Comparison between scale analysis model and data,
conforming rough limit
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Nho @22# studied the contact of ground with lapped surfaces.
He showed that the grinding process generates near-Gaussian sur-
face heights distributions. The surface slope was estimated from
m5Amminmmax, wheremmin andmmax are the minimum and maxi-
mum surface slopes measured by the profilometer. Nho@22# car-
ried out an extensive experimental program with similar and dis-
similar metals~i.e., aluminum alloy 6061 T6, nickel 200, and SS
304 pairs!over a broad range of thermophysical properties and
contact pressure. The@22# data are named to show the heat flow
direction and the surface preparation method, for example, ‘‘N,
Ni200-G, Al6061T6-L’’ means that the experiment was conducted
between ground nickel 200 and lapped aluminum 6061 T6, and
the heat flow direction was from nickel to aluminum specimen. As
can be seen in Fig. 5, Nho’s data show a negligible directional
effect for similar metals. Additionally, the directional effect is not
observed in nickel 200 and aluminum 6061 T6 pairs, but for
nickel 200 and SS 304 pairs a large deviation from the predicted
TCR is observed; those data are not included in the comparison.

As can be observed in Fig. 5, a common trend can be recog-
nized in most of the conforming rough data sets. Experimental
data show a lower resistance at relatively light loads compared
with the model; the data approach the model as the load increases.
This phenomenon, which is called thetruncation effect@20#, is
important at light loads when surfaces are relatively rough. A
possible explanation for this trend is the Gaussian assumption of
the surface asperities, which implies that asperities with ‘‘infinite’’
heights exist. Milanez et al.@20# experimentally studied the trun-
cation effect and proposed correlations for maximum asperities
heights as functions of surface roughness.

Yovanovich@23# proposed an accurate correlation for determin-
ing the thermal conductance of conforming rough contacts based
on the analytical model of Cooper et al.@10#

hc51.25ksS m

s D S P

Hmic
D 0.95

(21)

Comparison of Eq.~20! with @c50.36# and Eq.~21! reveals that
the present model and the Yovanovich@23# correlation are in good
agreement over moderate and high loads, 131024<P/Hmic<2
31022; for relatively light loads,P/Hmic<131024, Eq. ~20!
predicts higher resistances.

General Model. Bahrami et al.@24# studied mechanical con-
tact of spherical rough surfaces. Assuming elastic bulk deforma-
tion and plastic deformation for microcontacts, a general contact
pressure distribution was proposed that covers nonconforming
contacts ranging from spherical rough to smooth Hertzian con-
tacts. A simple correlation was proposed for calculating the radius
of the macrocontact as a function of two nondimensional param-
eters,

aL51.80aH

Aa10.31t0.056

t0.028
(22)

wherea5sr/aH
2 andt5r/aH are the roughness parameter intro-

duced by Johnson@9# and the geometric parameter, respectively.
The thermal macroresistance can be found by using the flux

tube correlation@Eq. ~5!# and the radius of the macrocontact area
given by Eq.~22!

RL5
~12aL /bL!1.5

2ksaL
(23)

In Eq. ~23!, it is assumed that the radii of two contacting bodies
are the same~i.e., bL,15bL,25bL). In the general case where
bL,1ÞbL,2 , thermal spreading resistance will beR
5c(a/b)/4ka.

The macrocontact area is a circle, thus the heat transferred in a
nonconforming rough contact under vacuum conditions can be
calculated from

Q52pDTsE
0

aL

hs~r !rdr (24)

where hs(r ) and DTs5Ti,12Ti,2 are the local thermal conduc-
tance, and the effective temperature difference for microcontacts,
respectively. The effective microthermal conductance for a joint
can be defined ashs5Q/AaDTs . Therefore, the effective micro-
contact thermal resistance, whereR51/hAa is

Rs5
1

2p F E
0

aL

hs~r !rdr G21

(25)

Assuming constant pressure in the surface elementsdr, one can
calculate the local thermal conductance atr from Eq. ~20!

hs~r !5
2

cp
ksS m

s D P~r !

H*
(26)

whereP(r ) is the local contact pressure atr. Substituting Eq.~26!
into Eq. ~25!, one obtains

Rs5
cH* ~s/m!

4ks
F E

0

aL

P~r !rdr G21

(27)

From a force balance, we know thatF52p*0
aLP(r )rdr, there-

fore, Eq.~27! simplifies to

Rs5
cpH* ~s/m!

2ksF
(28)

Table 1 Researchers and specimen materials used in com-
parisons

Ref. Researcher Material~s!

A Antonetti @18# HNi 200
Ni 200-Ag

Bah Bahrami@25# SS 304
Blo Bloom @28# SS 17-4 PH
B Burde @27# SPS 245, CS

CC Clausing and Chao@30# H Al 2024 T4
Brass Anaconda
Mg AZ 31B
SS303

CM Cassidy and Mark@29# SS 416
F Fisher@31# Ni 200-Carbon Steel

FG Fletcher and Gyorog@32# H Brass 360
Mg Az 31B
SS 304

G Gyorog@33# SS 304

H Hegazy@19# H Ni 200
SS 304
Zircaloy 4
Zr-2.5%wt Nb

K Kitscha @34# Steel 1020-CS
MM McMillan and Mikic @35# SS 303
MR Mikic and Rohsenow@16# SS 305
M Milanez et al.@20# SS 304
MW McWaid @21# SS 304

N Nho @22# H Al 6061 T6
Ni 200
SS 304
Ni�Al

SG Smuda and Gyorog@36# SS 304
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Equations~20! and ~28! are identical, which implies that the ef-
fective thermal microresistanceRs is not a function of the surface
curvature. Additionally, the pressure-distribution profile does not
affect the thermal microresistance. Through experiments, it can be
observed that the joint resistanceRj increases as surface curvature
decreases from the conformingr→` toward nonconforming con-
tacts, if all other input contact parameters remain constant. This
increase arises due to the formation of the macrocontact area and,
consequently, the macroresistanceRL . It should be noted that the
effective microthermal resistanceRs remains unchanged as sur-
face curvature varies@Eq. ~28!#.

By superimposing the macro- and the microresistances@Eq.
~8!#, the thermal joint resistance for a spherical rough contact is
obtained

Rj5
0.565H* ~s/m!

ksF
1

~12aL /bL!1.5

2ksaL
(29)

From Eq.~29! one can conclude that i!the effective microthermal
resistance, except for the thermal conductivity, is only a function
of the contact microscale characteristics~i.e., surface roughnesss,
slopem, microhardnessH* , and the loadF!, and ii! on the other
hand, the macrothermal resistance is a function of the macroscale
contact parameters, the macrocontact radiusaL , and size of the
contacting bodiesbL . The macrocontact radius is a function of the
effective elasticity modulusE8, radius of curvaturer, surface
roughnesss, and the loadF @Eq. ~22!#.

The applied load and surface roughness appear to play impor-
tant roles in both macro- and microthermal resistances. The effect
of surface roughness on the macroresistance is limited to the mac-
rocontact radiusaL . The applied load is the connecting bridge
between the macro- and micromechanical analyses, since the
force balance must be satisfied in both analyses.

Equation~29! is a general relationship that covers both limiting
cases and the transition region. It can be easily seen that in the
conforming rough limit whereaL→bL , the macroresistance
RL→0, and Eq.~29! yields Eq.~20!. Also, in the elastoconstric-
tion limit where s→0, the microresistanceRs→0 andaL→aH ,
and Eq.~29! is reduced to Eq.~7!.

Dividing both sides of Eq.~29! by Rs , one obtains

1.77ksF

H* ~s/m!
Rj511Q (30)

whereQ is the ratio of the macro- to microthermal resistances

Q5
F~12aL /bL!1.5

1.13H* ~s/m!aL
(31)

Q is a nondimensional parameter that includes the applied load,
macro- and microgeometrical parameters~i.e., s, m, r, andbL) as
well as the elastic and plastic mechanical properties of the con-
tacting bodiesE8 andH* . Based on this nondimensional param-
eter, a criterion can be defined for the elastoconstriction and con-
forming rough limits,

H Q!1 conforming rough

Q@1 elastoconstriction
(32)

As expected,Q is independent of the thermal conductivity.
Equation~29! can be nondimensionalized with respect to the

conforming rough limit length scaleL and rewritten

Rj* 52ksLRj5
0.36

P*
1

L~12aL /bL!1.5

aL
(33)

whereL5bL
2/(s/m) andP* 5F/(pbL

2H* ).

Table 2 Summary of geometrical, mechanical and thermo-physical properties, conforming rough contacts

Reference, test #
and material

E8 s/m c1 /c2 ks bL T̄c

GPa mm GPa W/mK mm °C

A,P3435,Ni200 112.09 8.48/0.344 6.3/20.26 67.1 14.3 110
A,P2627,Ni200 112.09 1.23/0.139 6.3/20.26 64.5 14.3 150
A,P1011,Ni200 112.09 4.27/0.237 6.3/20.26 67.7 14.3 100
A,P0809,Ni200 112.09 4.29/0.240 6.3/20.26 67.3 14.3 108
A,P1617,Ni-Ag 63.90 4.45/0.255 0.39/0 100.0 14.3 195
A,P3233,Ni-Ag 63.90 8.03/0.349 0.39/0 100.0 14.3 190
H,PNI0102,Ni200 112.08 0.90/0.110 6.3/20.26 75.3 12.5 120
H,PNI0304,Ni200 112.08 3.43/0.190 6.3/20.26 76.0 12.5 115
H,PNI0506,Ni200 112.08 4.24/0.188 6.3/20.26 75.9 12.5 110
H,PNI0708,Ni200 112.08 9.53/0.228 6.3/20.26 75.7 12.5 115
H,PNI0910,Ni200 112.08 13.94/0.233 6.3/20.26 75.8 12.5 115
H,PSS0102,SS304 113.74 0.48/0.072 6.3/20.26 19.2 12.5 140
H,PSS0304,SS304 113.74 2.71/0.116 6.3/20.26 19.1 12.5 145
H,PSS0506,SS304 113.74 5.88/0.146 6.3/20.26 18.9 12.5 130
H,PSS0708,SS304 113.74 10.95/0.19 6.3/20.26 18.9 12.5 125
H,PZ40102,Zircaloy4 57.26 0.61/0.049 3.32/20.15 16.6 12.5 130
H,PZ40304,Zircaloy4 57.26 2.75/0.148 3.32/20.15 17.5 12.5 155
H,PZ40506,Zircaloy4 57.26 3.14/0.129 3.32/20.15 18.6 12.5 155
H,PZ40708,Zircaloy4 57.26 7.92/0.207 3.32/20.15 18.6 12.5 160
H,PZN0102,Zr2.5Nb 57.26 0.92/0.083 5.88/20.27 21.3 12.5 165
H,PZN0304,Zr2.5Nb 57.26 2.50/0.162 5.88/20.27 21.2 12.5 170
H,PZN0506,Zr2.5Nb 57.26 5.99/0.184 5.88/20.27 21.2 12.5 165
H,PZN0708,Zr2.5Nb 57.26 8.81/0.200 5.88/20.27 21.2 12.5 160
M,T1,SS304 113.74 0.72/0.041 6.27/20.23 18.8 12.5 39
MW,SS304,SM1SM2 113.74 1.34/0.105 4.8/0 16.0 12.7 52
MW,SS304,SC1SC2 113.74 1.44/0.089 4.5/0 16.0 12.7 52
N,SS304,GL 113.74 0.97/0.061 5.12/20.29 19.5 12.5 175
N,SS304,LG 113.74 0.97/0.061 5.12/20.29 19.5 12.5 185
N,Ni200,GL 112.08 0.87/0.050 4.6/20.21 68.9 12.5 195
N,Ni200,LG 112.08 0.87/0.050 4.6/20.21 69.4 12.5 185
N,Al6061T6,GL 39.11 0.86/0.058 0.9/20.006 211.4 12.5 223
N,Al6061T6,LG 39.11 0.86/0.058 0.9/20.006 211.5 12.5 227
N,Ni200-G,Al6061T6-L 56.23 0.90/0.048 1.1/20.008 104.3 12.5 168
N,Al6061T6-L,Ni200-G 56.23 0.90/0.048 1.1/20.008 102.7 12.5 210
N,Al6061T6-G,Ni200-L 56.23 1.20/0.057 1.03/20.001 108.1 12.5 135
N,Ni200-L,Al6061T6-G 56.23 1.20/0.057 1.03/20.001 108.8 12.5 125
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Comparison With Experimental Data
To verify the general model, an experimental program was con-

ducted to obtain data for nonconforming rough contacts in a
vacuum@25#. The contact assembly included a bead-blasted flat
specimen placed in contact with a smooth, polished, spherical
sample in series with an ARMCO iron flux meter in a vacuum
chamber. Both the flat and spherical specimens were made of
SS304,E5207 GPa andn50.3. Samples were machined into cy-
lindrical shapes of 25 mm diam and 45 mm length. Both contact
specimens and the flux meter were prepared for placement of six
thermocouples by drilling holes that were 0.64 mm diam and 2.5
mm deep. Thermocouples were placed along the samples length
so that the temperature distribution within each section could be
determined. These thermocouples were located 5 mm apart with
the first one 10 mm from the contact surface. The thermal con-
ductivity of the ARMCO iron flux meter was known and used to
measure the heat flow rate transferred through the contact. Also,
separate tests were conducted to correlate the thermal conductivity
of SS304 specimens as a function of temperature. The temperature
distributions within the flat and spherical specimens were used to
determine the contact temperature drop by extrapolating to the
contact plane.

The flatness deviation of the flat specimens was checked using
an optical flat, before bead-blasting. In general, the out-of-flatness
deviation was less than 0.3mm. The surface roughness and slope
of the flat samples were measured using a Taylor-Hobson ST3
Plus Talysurf profilometer. Eight randomly selected traces of sur-
face height profile were taken from each bead-blasted specimen.
Each trace was approximately 1 cm long. The average values of
surface roughness and slope are shown in Fig. 6, the RMS differ-
ence between the mean values and the measurements is approxi-
mately 6%.

Three sets of data were collected as indicated by Tests 1–3.
Two radii of curvature were chosen for spherical samples, 0.45
and 0.95 m. Radii of curvature of spherical samples were mea-
sured using a Mitutoyo BHN 305 coordinate measuring machine.
For each spherical sample, five separate radii of curvature were
measured; the averaged values are shown in Fig. 6. The maximum
relative difference between the average radii and measurements is
less than 3.5%.

Mean contact temperatures of tests were recorded in the range
of 45 to 145°C. The applied load was varied from 28 to 2600 N.
The measured thermal joint resistance values were nondimension-
alized and compared to the general model@i.e., Eq.~33!# in Fig. 6.
A comprehensive uncertainty analysis based on a differential error
analysis method@26# is performed in@25# to estimate the uncer-
tainty of the collected data. The accuracy of the experimental data
is approximately 5.8%. The maximum relative difference between

the model and the data is 6.84%; the RMS difference between the
model and data sets T1, T2, and T3 are 2.43, 4.13, and 3.84%,
respectively.

The experimental program was designed to study and cover the
transition region where the magnitude of the micro- and macro-
thermal resistances are comparable. Since a large number of reli-
able TCR data are available for the conforming rough and the
elastoconstriction limits, no tests were conducted in these limiting
regions. The values chosen for radii of curvature, load, and sur-
face roughness provides TCR data over a relatively wide range of
the transition region, 0.14<Q<8.96, see Fig. 6. To verify the
reproducibility of experiments, Test 3 was conducted with the
same radius of curvature and surface roughness of Test 1; new
specimens were used over a wider range of applied load compared
to T1. The relative importance of the micro- and macrothermal
resistances is shown in Fig. 7 for the data set T3, as the applied
load increases. The ratio ofaL /bL varies from 0.17 to 0.26 as the
load increases from 28 to 2561.5 N. Also the microresistance be-
comes smaller and the macroresistance dominates the joint resis-
tance by increasing the load. Observe that, even at relatively large
load of 2561.5 N, the radius of the macrocontact area covers only
26% of samples radiusbL . The spherical specimens have large
radii of curvature, e.g.r50.95 m, or equivalently the maximum
out-of-flatness of 82mm for T3. These samples seem flat, and

Fig. 6 Comparison between data †25‡ and present model Fig. 7 Micro-, macro-, and joint thermal resistances for data
set T3

Fig. 8 Range of roughness parameter a for experimental data
used in comparison
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their surface curvatures cannot be detected by the naked eye, yet
surface curvatures cause a relatively large thermal resistance even
at high loads. This clearly shows the significance and impact of
the surface curvature~out-of-flatness!on TCR.

Approximately 260 experimental data points collected by
Burde @27#, Bloom @28#, Cassidy and Mark@29#, Clausing and
Chao @30#, Fisher@31#, Fletcher and Gyorog@32#, Gyorog@33#,
Kitscha @34#, McMillan and Mikic @35#, Mikic and Rohsenow
@16#, and Smuda and Gyorog@36# are summarized through a com-
prehensive literature review. The nondimensional roughness pa-
rametera5sr/aH

2 is an important mechanical parameter for the

spherical rough contacts. As the roughness parameter approaches
zero the contact pressure and the macrocontact radius approaches
the Hertzian values. The roughness parameter may be reduced by
i! increasing the load, ii! decreasing surface roughness, and iii!
decreasing the radius of curvature. Figure 8 summarizes the range
of the roughness parameter for the experimental data used in the
comparison. As shown, the above data sets cover a wide range of
the roughness parameter.

The collected data were nondimensionalized and compared
with the model@Eq. ~30!# in Fig. 9. The three regions of TCR are
also shown in the plot. The present model illustrates good agree-
ment with the data; the RMS and mean absolute relative differ-
ence between the model and data are approximately 11.7% and
9.4%, respectively. Table 1 lists the researchers and the specimen
materials used in the experiments. Table 3 lists the data set num-
ber ~the number which was originally assigned to the experimen-
tal data set by the researchers!; the geometrical, mechanical, and
average contact temperature, and the thermophysical properties of
the experimental data, as reported.

As the external load increases beyond the elastic limit of the
contacting bodies, elastoplastic and plastic deformations may oc-
cur. The plastic macrocontact radiusaP is larger than the radiusaL
~elastic! ~i.e., aP.aL). Consequently, lower TCR will be mea-
sured; this trend can be clearly seen in the Fisher@31# data set
‘‘F,11A,Ni200-CS’’ ~see Figs. 9 and 10!.

More than 880 experimental data points~data sets used in com-
parisons in Figs. 5–9! are combined, nondimensionalized, and
compared to the present model@Eq. ~33!# in Fig. 10. The present
model shows good agreement over the entire range of the com-
parison with the experimental data, which cover a wide range of
the input parameters~see Table 4!. The data include the contact
between dissimilar metals, such as Ni 200-Al 6061 T6, Ni 200-
Ag, and SS-CS.

Fig. 9 Comparison between general model and nonconform-
ing rough data

Table 3 Summary of geometrical, mechanical and thermophysical properties, nonconforming contacts

Reference, test #
and material

E8 s/m r c1 /c2 ks bL T̄c

GPa mm m GPa W/mK mm °C

Blo,SS17,4PH,513 107.69 2.71/0.15 31.63 4.33/0 15.2 25.4 260
Bur,A1,SPS245,CS 113.74 0.63/0.04 0.0143 3.93/0 40.7 7.15 70
Bur,A2,SPS245-CS 113.74 1.31/0.07 0.0143 3.92/0 40.7 7.15 70
Bur,A3,SPS245-CS 113.74 2.44/0.22 0.0143 3.92/0 40.7 7.15 70
Bur,A4,SPS245-CS 113.74 2.56/0.08 0.0191 4.44/0 40.7 7.15 70
Bur,A5,SPS245-CS 113.74 2.59/0.10 0.0254 4.44/0 40.7 7.15 70
Bur,A6,SPS245-CS 113.74 2.58/0.10 0.0381 4.44/0 40.7 7.15 70
CC,1A,Al2024T4 37.86 0.43/0.06 13.80 1.72/20.04 136.8 12.7 104
CC,8A,Al2024T4 38.66 2.26/0.14 14.66 1.73/20.04 141.4 12.7 110
CC,1B,Brass 49.62 0.47/0.06 3.87 3.02/20.17 125.0 12.7 171
CC,2B,Brass 49.62 0.50/0.06 4.07 3.02/20.17 125.0 12.7 129
CC,3B,Brass 51.92 0.50/0.06 3.34 3.02/20.17 101.5 12.7 71
CC,4B,Brass 49.62 0.50/0.06 4.07 3.02/20.17 125.0 12.7 127
CC,2M,MgAz31B 25.64 0.11/0.03 30.32 0.41/0 96.0 12.7 100
CC,3M,MgAz31B 25.64 0.11/0.03 12.41 0.41/0 96.0 12.7 100
CC,3S,SS303 113.74 0.11/0.03 21.17 4.59/20.13 17.8 12.7 118
CM,SS416 106.04 0.126/0.08 13.44 2.62/0 24.9 12.7
F,11A,Ni200-CS 112.62 0.12/0.04 0.0191 4.00/0 57.9 12.5 40
F,11B,Ni200-CS 112.62 0.12/0.04 0.0381 4.00/0 57.9 12.5 40
F,13A,Ni200-CS 112.62 0.06/0.03 0.0381 4.00/0 58.1 12.5 40
FG,P12,Brass360,T52 54.13 0.07/0.02 28.91 1.08/0 107.0 12.7 52
FG,P34,Brass360,T94 53.56 2.21/0.14 2.56 1.13/0 112.0 12.7 94
FG,P34,Brass360,T-10 55.84 2.21/0.14 2.56 1.13/0 98.0 12.7 210
FG,P51,MgAz31B,T90 23.36 0.16/0.03 0.8077 0.47/0 88.0 12.7 90
FG,P51,MgAz31B,T-23 26.21 0.16/0.03 0.8077 0.62/0 70.0 12.7 223
FG,P34,SS304,T89 106.04 1.17/0.10 9.62 2.06/0 15.9 12.7 89
FG,P34,SS304,T233 106.04 1.17/0.10 9.62 2.85/0 13.5 12.7 233
FG,P67,SS304,T73 106.04 0.11/0.03 0.4019 2.85/0 15.6 12.7 73
FG,P67,SS304,T160 106.04 0.11/0.03 0.4019 2.85/0 16.6 12.7 160
G,SS304 106.04 0.79/0.08 72.00 4.00/0 16.2 12.7 155
K,T1,Steel1020-CS 113.74 0.76/0.08 0.0130 4.00/0 48.0 12.7
K,T2,Steel1020-CS 113.74 0.13/0.03 0.0130 4.00/0 51.4 12.7
MM,P1,SS303 113.74 2.70/0.07 0.1180 4.00/0 17.3 12.7
MM,P2,SS303 113.74 1.75/0.07 2.44 4.00/0 22.0 12.7
MR,T2,SS305 107.14 3.87/0.21 39.69 4.2/0 19.9 12.7
SG,SS304 106.04 0.14/0.03 70.74 4.00/0 16.2 12.7 143
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The surface slopem has not been reported by Clausing and
Chao @30#, Kitscha@34#, Fisher@31#, and Mikic and Rohsenow
@16#. It was estimated using a correlation proposed by Lambert
and Fletcher@6#, m50.076s0.52, wheres is in micrometer. Be-
cause of the abovementioned approximation to account for unre-
ported data, the accuracy of the comparison is difficult to assess.
However, the RMS and the mean absolute difference between the
model and data for the entire set of data are approximately 13.8%
and 10.4%, respectively. A615% bound is included in Fig. 10;
730 out of 880 data points fall into the615% bound. The accu-
racy of experimental data were reported by some of researchers,
such as Antonetti@18#, Fisher@31#, and Hegazy@19#, to be 8.1, 5,
and 7%, respectively.

Summary and Conclusion
We show that the joint resistance is the superposition of the

macro- and microthermal resistances in a vacuum. It is shown that
the heat source on a half-space assumption for the geometry of
microcontacts is justifiable. In other words, microcontacts are lo-
cated far~enough!from each other that they do not interfere and
can be considered as heat sources on a half-space. In this study,
instead of using probability relationships, the scale analysis
method is used and a compact TCR model is developed for the
conforming rough contacts. The scale relationship satisfies the ob-
served physical proportionality and shows the trends of the ex-
perimental data. The constant of the scale relationship is deter-
mined through comparison with experimental data. The effective
microthermal resistance is observed to be inversely proportional
to the real contact area and directly proportional to the surface
parameters/m.

The scale analysis relationship derived for the conforming
rough contacts is integrated over the macrocontact area to extend
the scale analysis model to cover the general contact or the tran-

sition region. It is shown that the effective microthermal resis-
tance component of the joint resistanceRs is not a function of the
surface curvature/out-of-flatness. Additionally, the profile of the
effective contact pressure distribution does not affect the effective
microthermal resistance. The macrothermal resistance is deter-
mined using the flux tube correlation in which the radius of the
macrocontact proposed by Bahrami et al.@24# is employed. Su-
perimposing the macro- and microthermal resistances a general
relationship for TCR is derived. This expression covers the entire
TCR ranging from the conforming rough to the spherical smooth
bare joints in a vacuum.

A new nondimensional parameter is introduced that represents
the ratio of the macro- to the microthermal resistances. Based on
this nondimensional parameter, a criterion is proposed for speci-
fying the three regions of TCR~i.e., the conforming rough limit,
the elastoconstriction limit, and the transition region!.

Three sets of collected data for SS304 are compared to the
present model, and very good agreement is observed. In addition,
the present model is compared to 75 data sets, more than 880 TCR
data points collected by many researchers during last 40 years that
cover a wide range of surface characteristics, thermal and me-
chanical properties, and mean contact temperature. The RMS dif-
ference between the model and data is approximately 13.8% over
the entire range of the comparison.
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Nomenclature

A 5 area, m2

a 5 radius of contact, m
b 5 flux tube radius, m
c 5 scale analysis constant

c1 5 Vickers microhardness coefficient, GPa
c2 5 Vickers microhardness coefficient
dv 5 Vickers indentation diagonal,mm
dr 5 increment in radial direction, m
E 5 Young’s modulus, GPa

E8 5 effective elastic modulus, GPa
F 5 external force, N
h 5 contact conductance, W/m2 K

Hmic 5 microhardness, GPa
H* 5 c1(s/s0m)c2, GPa

k 5 thermal conductivity, W/m K
L 5 length scale[bL

2/(s/m), m
m 5 effective mean absolute surface slope
ns 5 number of microcontacts
P 5 pressure, Pa

P* 5 nondimensional pressure[F/(pH* bL
2)

Q 5 heat flow rate, W
R 5 thermal resistance, K/W

R* 5 nondimensional thermal resistance
T 5 temperature, K
Y 5 mean surface plane separation, m

Greek

a 5 nondimensional parameter[sr/aH
2

d 5 maximum surface out-of-flatness, m
« 5 flux tube relative radius,a/b
u 5 angle of the surface asperities, rad
Q 5 nondimensional parameter[RL /Rs
k 5 HB/HBGM
c 5 spreading resistance factor
r 5 radius of curvature, m
s 5 RMS surface roughness,mm

Fig. 10 Comparison of general model with all data

Table 4 Range of parameters for experimental data

Parameter
7.15<bL<14.28 mm
25.64<E8<114.0 GPa
7.72<F<16763.9 N
16.6<ks<227.2 W/m K
0.04<m<0.34
0.12<s<13.94mm
260<T̄c<195 C
0.0127<r<120 m
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s0 5 roughness reference value51 mm
t 5 nondimensional parameter[r/aH
v 5 Poisson ratio

Subscripts

0 5 value at origin
1, 2 5 surface 1, 2

a 5 apparent
EC 5 elastoconstriction

H 5 Hertz
j 5 joint

L 5 large
mic 5 microcontact

P 5 plastic deformation
r 5 real
s 5 small, solids
v 5 Vickers
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Film Condensation of Saturated
Vapor Over Horizontal Noncircular
Tubes With Progressively
Increasing Radius of Curvature
Drawn in the Direction of Gravity
A theoretical study has been made to determine the heat transfer coefficient in film con-
densation of slowly downward flowing saturated vapor over horizontal noncircular tubes
with progressively increasing radius of curvature drawn in the direction of gravity. The
noncircular tube profile considered for the present work, is an equiangular spiral de-
scribed by a curve in polar coordinate as Rp5aemu (a and m being parametric con-
stants). Nusselt number in case of noncircular tube has been determined on the basis of an
equivalent diameter of a circular tube that equals the surface area of the noncircular tube
with that of the circular one. It has been recognized that both the local Nusselt number
~Nuu! and average Nusselt number~N̄u! become a function of m,~Ra/Ja!1/4 and Ns

~5s/~r2rg!R2!. An enhancement in heat transfer coefficient has been observed in case
of a noncircular tube over that of a circular tube of same surface area because of the
combined effect of gravity force component and surface tension driven favourable pres-
sure gradient in the direction of flow of the liquid film. The relative weightage of both the
components in the enhancement of heat transfer has been reported. An estimation of
pressure drop of cooling liquid flowing through the circular and noncircular tubes of same
surface area has been made to compare the values against the enhancement in heat
transfer rate. @DOI: 10.1115/1.1798891#

Keywords: Condensation, Enhancement, Film, Heat Transfer, Phase Change, Surface
Tension

Introduction
The phenomenon of condensation on outer or inner surfaces of

horizontal tubes is largely associated with various fields of engi-
neering like thermal power plant, refrigeration, air-conditioning
units and many chemical process industries. Most of the condens-
ers for ‘‘Commercial purposes’’ use circular tubes carrying cool-
ing water through them, which causes condensation of vapor
flowing over the tubes. An augmentation in the rate of heat trans-
fer in condensation dictates the use of smaller condenser tubes for
a given duty in achieving a reduction in the cost. The tube profile
plays a pertinent role in this regard. If the tubes are made non
circular in a sense that the tube profiles are drawn in the direction
of gravity with increasing radius of curvature, then the combined
effects of gravity force component and surface tension driven
favourable pressure gradient in the direction of flow help in drain-
ing out the condensate from the tube surface much faster. This
results in a reduction of liquid film thickness on tube surface, and
hence in an augmentation in the rate of heat transfer in condensa-
tion.

The pioneering work in the field of condensation is due to Nus-
selt @1# who predicted, from a simplified theoretical analysis, the
heat transfer coefficient in film condensation over horizontal cir-
cular tubes. Later, Dhir and Lienhard@2# proposed a generalized
analysis of laminar film condensation in a nonuniform gravity
field on surfaces of varying slope. They introduced a term called
effective gravity which was the component of gravity in the di-

rection of film flow. They finally predicted the Nusselt number for
various axisymmetric bodies and rotating plates. The problem of
laminar film condensation over noncircular tubes has also re-
ceived considerable attention in recent times. The important works
in the area are due to Cheng and Tao@3#, Yang and Chen@4#, Fiez
and Roetzel@5#, Yang and Hsu@6,7#, Asbik et al.@8# and Mosaad
@9#. However, all those works referred to elliptical tubes only and
predicted the condensation heat transfer coefficient as a function
of ellipticity of the tube surface. A recent work of Asbik et al.
considered the forced convection laminar film condensation of
downward flowing vapor on a small horizontal elliptic cylinder
and bank of elliptical tubes. They predicted the heat transfer co-
efficient as a function of eccentricity of the elliptical profile and
the interspace of the elliptical tubes which agreed well with the
experimental data.

The concept of enhancement in the rate of heat transfer in con-
densation over tubes having profiles with increasing radius of cur-
vature in the direction of gravity has not yet been explored in
literature. The present work proposes a theoretical model in this
regard and determines the weightage of both effective gravity and
surface tension driven pressure gradient in the enhancement of
heat transfer in condensation over noncircular tubes with progres-
sively increasing radius of curvature. Moreover, an estimation of
pressure drop of the cooling liquid flowing through the circular
and noncircular tubes of same surface area have been made to
compare the values against the enhancement in heat transfer rate.

Theoretical Formulation
The central theme of the present work is to investigate the

condensation heat transfer phenomenon over a tube surface whose
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profile has an increasing radius of curvature in the direction of
gravity. The profile given by the polar curves of equiangular spiral
type Rp5aemu generated symmetrically about its vertical axis
~Fig. 1~a!!has been considered in this context. However, the en-
tire symmetrical half of the polar curve shown in Fig. 1~a! cannot
be taken as the tube surface for the purpose. The reason behind
this is described as follows: A polar curve described byRp

5aemu has always a positive slope in the first quadrant in XY
plane fromu50 to u5tan21 m ~the portion AB as shown in Fig.
1~a!!. The condensate over the solid surface has to always flow in
the form of a thin liquid film due to gravity along the surface of
the tube. But this cannot happen in the upward sloping part AB
~Fig. 1~a!!of the profileRp5aemu. This leads to the consideration
of a surface formed by the segment of the polar profileRp

5aemu described on a vertical chord BE as shown in Fig. 1~b!.
The segment BGE represents the half of the tube surface with
chord BE as the axis of symmetry. The surface thus described will
be referred to as ‘‘polar surface’’.

Growth of Liquid Film Thickness. The growth of liquid
film thickness along the tube surface is found out from the con-
servation of momentum and mass of a liquid element in the film.

Conservation of Momentum. The equation of motion of a
liquid element is written in a local coordinate system (x1 ,y1) ~Fig.
1~b!! with axes parallel and perpendicular to the surface in con-
sideration of the following assumptions:

• The film is very thin and moving with very low velocity such
that the nonlinear inertia terms can be neglected and the flow
can be considered as laminar. The consideration of laminar
flow will be justified later on from the results of the model.

• Vapor phase is either quiescent or moves downward with al-
most a negligible velocity that does not have any influence on
the motion of the liquid film.

Therefore it follows:

m
d2vx1

dy1
2

52~r2rv!g cosb1
dPs

dx1
(1)

whereb is the angle a tangent makes with the downward vertical
direction ~direction of gravity!, anddps /dx1 is the pressure gra-
dient due to surface tension.

It follows from geometry~Fig. 1~a!!

b5p2a2u. (2)

For an equiangular spiral curveRp5aemu, the anglea ~Fig. 1~a!!
that a radius vector Rp makes with the tangent at any point is
constant and is given bya5cot21 m. Therefore Eq.~2! can be
written as

b5p2cot21 m2u5p/21tan21 m2u. (3)

The surface tension pressureps can be written as

ps5
s

Rc
(4)

dps

dx1
52S s

Rc
2D S dRc

du D S du

dx1
D (5)

whereRc is the radius of curvature and is given by

Rc5

H Rp
21S dRp

du D 2J 3/2

H Rp
212S dRp

du D 2

2Rp

d2Rp

du2 J (6)

It is apparent from Eq.~5! that the surface tension imposes a
favorable pressure gradient in the flow of liquid film. Therefore, a
liquid element is acted upon by the effective gravity force com-
ponent along with the favourable pressure force and the resistive
viscous force.

For the profileRp5aemu, Eq. ~6! becomes

Rc5~11m2!1/2aemu (7)

again,

dx1

du
5ARp

21S dRp

du D 2

5a~11m2!1/2emu ~since, Rp5aemu!

(8)

With the help of Eqs.~7! and ~8!, Eq. ~5! can be written as

dps

dx1
52

sme22mu

a2~11m2!
(9)

Fig. 1 An equiangular spiral curve generated on vertical axis: „a… symmetrical half of an
equiangular spiral; and „b… symmetrical half of a polar surface.
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Substitutingb from Eq. ~3! and dps /dx1 from Eq. ~9! in Eq.
~1! , one gets

d2vx1

dy1
2

52
~r2rv!g

m Fcos~p/21tan21 m2u!

1
sme22mu

g~r2rv!a2~11m2!
G (10)

Upon integrating the Eq.~10! twice, we have

vx1
52

~r2rv!g

2m
y1

2Fcos~p/21tan21 m2u!

1
sme22mu

g~r2rv!a2~11m2!
G1c1y11c2 (11)

where the constantsc1 andc2 are determined from the boundary
conditions

At y150, vx1
50

At y15d,
]vx1

]y1
50

Finally, it follows:

vx1
5

~r2rv!g

m
y1S d2

y1

2 D Fcos~p/21tan21 m2u!

1
sme22mu

~r2rv!ga2~11m2!
G (12)

Conservation of Mass. In consideration of a control volume
within the liquid film, the equation for conservation of mass can
be written as

ṁx11dx1
2ṁx1

5ṁcdx1
(13)

d

du F E
0

d

rvx1
dy1G du

dx1
5ṁc

whereṁc is the mass influx from the liquid-vapor interface due to
condensation.

The Rate of Condensation. The rate of condensationṁc is
determined by the temperature gradient in the liquid film at the
interface with the vapor phase. Since the velocity of liquid film is

very small, one can neglect the convective effect in the liquid film.
Hence, the heat transfer in the film is purely by conduction. There-
fore, in consideration of the film to be very thin and the vapor
outside the film at saturated state with a temperature ofTs , we
can write for the temperature distribution within the film as

T5Tv1~Ts2Tv!
y1

d
(14)

ṁc5

U2k
]T

]y1
U

hf g

or,

ṁc5
k~Ts2Tv!

dhf g
(15)

With the help of Eqs.~15! and ~8!, Eq. ~13! can be written after
some rearrangement as

d4

3 Fsin~p/21tan21 m2u!22
sme22mu

~r2rv!ga2~11m2!
G

1d3
dd

du Fcos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
G

5M ~11m2!1/2emu. (16)

where

M5
mk~Ts2Tv!a

r~r2rv!ghf g

Equation~16! is reduced to the following form by changing the
variable asz5d4

dz

du
1

4

3
zF H sin~p/21tan21 m2u!22

sme22mu

~r2rv!ga2~11m2!
J

H cos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
J G

54
M ~11m2!1/2emu

H cos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
J (17)

Equation~17! is solved forz, and then substitutingz by d4, we
get after some rearrangement

d5F4M ~11m2!1/2E
tan21m

u

emuFcos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
G 1/3

3duFcos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
G 4/3G 1/4

(18)

Heat Transfer Coefficient. The local heat transfer coefficienthx1
is defined as

hx1
5

U2k
]T

]y1
U

y150

~Ts2Tv!

with the help of Eq.~14!, it becomes

hx1
5

k

d
(19)

908 Õ Vol. 126, DECEMBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Substituting the value ofd from Eq. ~18! into Eq. ~19!, we get

hx1
5kF Fcos~p/21tan21 m2u!1

sme22mu

~r2rv!ga2~11m2!
G 4/3

F4M ~11m2!1/2E
tan21 m

u

emuFcos~p/21tan21 m2u!1
sme22mu

~r2rv!ga2~11m2!
G 1/3

du
G 1/4

(20)

It can be mentioned in this context that by puttingm50, as a
special case, in Eqs.~18! and ~19!, the expressions ford andhx1

become identical to those predicted by Nusselt@1# in case of a
circular tube surface. In this situationa represents the radius of the
circular tube.

The local and average Nusselt numbers are defined as

Nux1
5

hx1
~2R!

k
(21)

N̄u5
h̄~2R!

k
(22)

whereR is the radius of an equivalent circular tube which has the
same surface area as that of the polar surface under consideration.
It is important to note that in defining the Nusselt number in this
way, one can compare the heat transfer rate for a non-circular tube
with that for a circular tube having the same surface area. Differ-
ent tube surface profiles with same surface area, as studied in the
present work, are shown in Fig. 2.

Therefore, one has to obtain the relationship betweena andR
by equating the semi perimetersSp of the polar curve withpR as

Sp5E
tan21 m

p/21f

@a~11m2!1/2emu#du

5aF ~11m2!1/2

m
~e~p/21f!2em tan21 m!G

5pR (23)

which finally gives

a5
pR

F ~11m2!1/2

m
~e~p/21f!m2em tan21 m!G . (24)

The profile BGE~Fig. 1~b!!described by the chord BE is bounded
by the polar angles tan21 m to p/21f. The anglef is determined
as follows: from Fig. 1,

OB5aem tan21 m.

OF5aem tan21 m sin~ tan21 m!.

OE5aem~p/21f!.

therefore,

cosf5
aem tan21 m sin~ tan21 m!

aem~p/21f!
.

With the help of Eq.~24! and following Eqs.~20!, ~21!, and~22!
the expressions for Nux1

and N̄u for the polar surface can be
written as

Nux1
5@G1~m!#1/4S Ra

JaD
1/4

3F @G2~m!1NsG3~m!#4/3

2@* tan21 m
u G4~m!@G2~m!1NsG3~m!#1/3du#

G 1/4

(25)
where

G1~m!5

F ~e~p/21f!m2em tan21 m!
~11m2!1/2

m G
p~11m2!1/2

G2~m!5cos~p/21tan21 m2u!

G3~m!5
me22mu

~11m2!

F ~e~p/21f!m2em tan21 m!
~11m2!1/2

m G2

p2

G4~m!5emu.

The average Nusselt number can be obtained as

Fig. 2 Different surface profiles of same surface area: „a… po-
lar surface; „b… circular surface; and „c… elliptical surface.

Fig. 3 Schematic diagram of a tube with an arbitrary shape of
the surface
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N̄u5
1

pRF Etan21 m

p/21f Nux1
pR~11m2!1/2emu

H ~e~p/21f!m2em tan21 m!
~11m2!1/2

m J duG
(26)

where

a5
r~r2rv!g~2R!3cp

mk
~Rayleigh Number!. (27)

Ja5
cp~Ts2Tw!

hf g
~Jacob Number!. (28)

Ns5
s

~r2rv!gR2
~Non-dimensional surface tension force!.

(29)

In Tube Pressure Drop—A Comparison Between Non-
circular and Circular Tubes of Identical Surface Area

Circular tubes have the largest cross-sectional area for a given
length of perimeter. When a tube profile is changed for a better
film drainage, reduction in cross-sectional areas adversely affects
the inside pressure drop.

The heat transferred by a vapor due to its condensation over a
tube surface is carried away by the cooling liquid flowing through
the tube. Since, pressure drop in the flow of cooling liquid is an
important design parameter, the enhancement in the rate of con-
densation heat transfer on non-circular tubes from that over a
circular tube of same surface area has been compared with the
consequential increase in the pressure drop values.

The Fig. 3 shows the schematic diagram of a tube with an
arbitrary shape of the surface which may be circular or non-
circular. However, the length and perimeter of the tube are kept
fixed while the cross-sectional area varies according to the choice
of the surface profile.

From an energy balance over the entire length of the tube
~Fig. 3!

h̄PL~Ts2Tw!5ṁcp~To2Ti !

or,

ṁ5
h̄PL~Ts2Tw!

cp~To2Ti !
. (30)

Two separate cases have been considered.

Case I. Let the temperature difference (To2Ti) of the cool-
ing liquid remains the same whileṁ varies accordingly.

Then, from Eq.~30!,

ṁ5K1h̄ (31)

where,

K15
PL~Ts2Tw!

cp~To2Ti !

again,

DP5 f
L

Dh
r

v2

2
5

1

8
f

PL

rA3
ṁ25

K2f ṁ2

A3
(32)

where,A5the cross-sectional area of the tube,f5friction factor
and

K25
1

8

PL

r

In consideration of a fully developed turbulent flow, the law of
resistance can be written as,

f 5K Re2n5KS 4ṁ

Pm D 2n

5K3ṁ2n. (33)

where,K andn are constants, and

K35S 4

Pm D 2n

Equation~32! can be written with the help of Eqs.~31! and~33! as

DP5K2K3K1
22nS h̄22n

A3 D 5K4

h̄22n

A3
(34)

where, K45K1
22nK2K3

In the light of Eq.~34!, we can write therefore,

DP

DPC
5S h̄

h̄C
D 22nS AC

A D 3

5S N̄u

N̄uC
D 22nS AC

A D 3

. (35)

where subscriptc denotes the quantities for a circular tube.

Case II. Let the mass flow rateṁ of the coolant remains the
same and the temperature difference (To2Ti) varies accordingly.

From Eqs.~31! and ~32!, one can write under the situation,

DP

DPC
5S AC

A D 3

(36)

The variations in physical properties of the coolant with the varia-
tions in the mean temperature of flow for the circular and noncir-
cular tubes are neglected.

Determination of Cross-Sectional Area RatioAc ÕA for
the Same Perimeter

For any polar curve, cross-sectional area is given by

A5E E rdrdu52E
0

pE
0

Rp

rdrdu52E
0

p Rp
2

2
du (37)

Polar Profile. From Eq.~24! and Eq.~37!,

Apolar5S pR

F ~11m2!1/2

m
~e~p/21f!m2em tan21 m!G D

2

3H 1

2m
~e2m~p/21f!2e2m tan21 m!J

Further,
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Apolar

Ac
5

S pR

F ~11m2!1/2

m
~e~p/21f!m2em tan21 m!G D

2H 1

2m
~e2m~p/21f!2e2m tan21 m!J

pR2
(38)

Elliptical Profile. An estimation of pressure dropDP for el-
liptical tubes has also been made to compare the values against
the enhancement in heat transfer rate as a function of ellipticity
for an horizontal elliptic tube with the major axis being vertical, as
reported by Mosaad@9# In consideration of an elliptic profile with
the length of semi-major axis asa and eccentricity~ellipticity! of
e, we can write equating the perimeter of the ellipse with that of a
circle of radiusR as

a5
pR

E
0

p ~12e2!

~12e2 sin2 f!3/2
df

(39)

wheref5angle made by the tangent at any point on the elliptical
surface with the horizontal direction. Hence,

Aellipse5

pS pR

E
0

p ~12e2!

~12e2 sin2 f!3/2
dfD 2

~12e2!1/2

2

therefore,

Aellipse

Ac
5

S pR

E
0

p ~12e2!

~12e2 sin2 f!3/2
dfD 2

~12e2!1/2

R2
(40)

Results and Discussion
It is already established that the pertinent dimensionless param-

eters influencing the Nusselt number are (Ra/Ja)1/4, m andNs .
Figure 4 shows the variations in average Nusselt number Nū

with (Ra/Ja)1/4 for different values ofm at a fixed value ofNs for

polar tube surfaces. The variation of Nū for a circular tube surface
has also been shown in the figure by the curve withm50. It is
observed that for any given value of (Ra/Ja)1/4, the average Nus-
selt numbers~N̄u! for non-circular tube surfaces are always more
than that of a circular tube having the same surface area, and
increase with an increase inm. However, the gain in Nū decreases
with an increase inm.

The enhancement in heat transfer coefficients takes place due to
the combined effect of gravity force component and surface ten-
sion driven favorable pressure gradient along the tube surface.
The enhancement in average Nusselt number~N̄u! for a polar tube
surface due to the effective gravity force only is shown in Fig. 5.

The Fig. 6 shows the relative gain in the average Nusselt num-
ber for a polar tube surface over that of a cylindrical surface of
same surface area. As the value ofm becomes large,a tends to a
very small value. In a limiting case ofm→` anda→0, a polar
surface becomes identical to a vertical plate. It is observed accord-
ingly in Fig. 6 that the ratio of Nupolar/Nucircular increases asymp-
totically to a value of 1.3 which equals to Nuvertical plate/Nucircular

for the given value of (Ra/Ja)1/4.
Table 1 shows the quantitative figures for the enhancement in

average Nusselt number specifying the relative weightage of ef-
fective gravity and the additional contribution due to surface ten-
sion component coupled with gravity for a polar tube surface over
the circular one having the same surface area. The values of Nū
have been found out for (Ra/Ja)1/45230 andNs50.19, which are
the typical values in consideration of saturated steam at 1 atm
pressure condensing over a tube surface at 40°C. It is observed
that the gravity plays the dominant role in enhancing the Nusselt
number for a polar tube surface.

It can be mentioned in this context that though the values of
Nusselt number are quite high corresponding to the typical values
of input parameters as stated above, the flow of liquid film is

Fig. 4 Variations of N¯u with „RaÕJa… 1Õ4 for different values of m
of a polar surface

Fig. 5 Variations of N¯u with „RaÕJa… 1Õ4 for different values of m
of a polar surface due to gravity only
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laminar. The Fig. 7 shows the variation of film Reynolds number
Re along a polar tube surface and depicts that the values of Re are
well below the critical one (Recr51800) for the onset of turbulent
flow as stated in Ozisik@10#.

The Fig. 8 shows the variations of local Nusselt number for a
polar tube surface with m51. The curve form50 in Fig. 8 rep-
resents the variation of local Nusselt number for a circular tube
surface whose surface area is same as that of polar tube surface
with m51.

The comparisons of coolant pressure drop for different non-
circular tubes of same area against the enhancement in condensa-
tion heat transfer have been presented in Figs. 9 and 10. Tubes
with different surface profiles, namely polar and elliptic have been
considered. For all the cases the in-tube pressure drop and the
Nusselt number due to condensation have been normalized by
dividing them by the corresponding quantities of a circular tube
with the same surface area.

While calculatingDP/DPc from Eq. ~35!, the value ofn has
been taken as 0.25 in accordance with Blassius law of frictional
resistance for a fully developed turbulent flow through a pipe.

Figures 9 and 10 show the variations inDP/DPc with N̄u/N̄uc
for noncircular tubes of polar and elliptic surfaces. The values of

Fig. 6 Variations of „N̄upolar ÕN̄ucircular … with m for given values
of „RaÕJa… 1Õ4 and Ns

Table 1 Enhancement in average Nusselt number for polar
tube over that of a circular one with same surface area
„„RaÕJa… 1Õ4Ä230, NsÄ0.19…

m

Polar tube surface

Enhancement
due to gravity

~%!

Additional
enhancement

due to the
coupling of

surface tension
with gravity

~%!

Total
enhancement

~%!

0.577 7.07 3.53 10.6
1.0 9.61 5.08 14.69
1.73 11.4 8.52 19.92

Fig. 7 Variation of Reynolds number with u

Fig. 8 Variations of local Nusselt number with x 1 ÕL for differ-
ent values of m

Fig. 9 „DPÕDPc… versus „N̄uÕ N̄uc… of different noncircular
tubes for same value of „ToÀTi…
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N̄u/N̄uc as a function of ellipticity for elliptic tubes in case of free
convection have been taken from Mosaad@9#, while the corre-
sponding values ofDP/DPc are calculated from Eqs.~35! and
~36! with the help of Eq.~40! in the present paper. It is observed
from Figs. 9 and 10 that for any given rate of condensation heat
transfer at outer surface, the coolant flow inside the tube experi-
ences almost the same pressure drop for tubes with both polar and
elliptic surface profiles. However, beyond a certain value of Nū,
the polar surface profile shows relatively worst performance re-
sulting in higher pressure drop values compared to those by ellip-
tic tubes. For any given value of Nū/N̄uc , the value ofDP/DPc is
always higher in case of constant temperature difference (To
2Ti) of the cooling liquid~Fig. 9! than that in case of constant
mass flow rateṁ of the cooling liquid~Fig. 10!. This is obvious
since, for a constant value of (To2Ti), the value ofṁ increases
with an increase in the rate of heat transfer, and at the same time,
the cross-sectional areas of noncircular tubes are reduced from
that of a circular one of same surface area.

It appears from Figs. 9 and 10, that the enhancement in heat
transfer for tubes with polar and elliptic surfaces over the circular
ones take place at the cost of increased pressure drop as compared
to that in a circular tube. This implies that for a given heat transfer
rate, though the circular tube requires the highest surface area as
compared to noncircular tubes, the pressure drop of the coolant
inside the tube is lowest.

Finally, the choice of a tube surface for a compact condenser
towards a cost effective process of condensation lies in the trade
off between a gain in the rate of heat transfer and a loss
in the pumping power subjected to the constraint of ease of
manufacturing.

Conclusion

• Heat transfer coefficient in film condensation over noncircu-
lar tubes with progressively increasing radius of curvature in the
direction of gravity has been evaluated theoretically. A polar sur-
face comprising a segment of an equiangular spiral curve gener-
ated symmetrically on a vertical chord has been considered.

• The average Nusselt number~N̄u! for a polar tube surface is
higher than that for a circular one of same surface area. The grav-
ity plays the dominant role in enhancing the average Nusselt
Number~N̄u!.

• An increase inm ~the parameter defining the equiangular spi-
ral curve! increases N̄u for a polar surface. The average Nusselt
number ~N̄u! increases monotonically withm to an asymptotic
value which equals to the value of Nū for a vertical plate.

• For a given condensation rate, the pressure drop in circular
tube is the lowest, while those in tubes with polar and elliptic
surfaces are almost equal.

Nomenclature

a 5 parametric constant of polar curveRp5aemu

cp 5 specific heat of condensate at mean film temperature
f 5 friction factor
g 5 acceleration due to gravity

hx1 5 local heat transfer coefficient
h̄ 5 average heat transfer coefficient

hf g 5 latent heat due to condensation
Ja 5 Jacob number,cp(Ts2Tw)/hf g
k 5 thermal conductivity of condensate at mean film tem-

perature
L 5 length of semi perimeter of any polar curve
m 5 parametric constant of polar curveRp5aemu

ṁ 5 mass flow rate of cooling liquid flowing through the
tube

ṁc 5 mass flux of condensate
Ns 5 nondimensional surface tension force,s/(r2rv)gR2

Nux1 5 local Nusselt number,hx1
(2R)/k

N̄u 5 average Nusselt number,h̄(2R)/k
Ps 5 pressure due to surface tension

P 5 perimeter of the tube surface
Q 5 condensate volume flow rate per unit width of the

surface
R 5 radius of an equivalent circle having same surface

area to that of the polar curve
Rp 5 radius vector of polar curve
Rc 5 radius of curvature
Ra 5 Rayleigh number,r(r2rv)g(2R)3cp /mk
Sp 5 semi perimeter of the tube surface
Ts 5 saturation temperature of vapor
Tw 5 wall temperature
Ti 5 bulk mean coolant temperature at inlet to the tube
To 5 bulk mean coolant temperature at outlet to the tube
vx1 5 condensate velocity along tangential direction of the

tube surface

Greek Symbols

a 5 angle between radius vector and tangent at any point
on tube surface

b 5 angle between tangent and direction due to gravity at
any point on tube surface

d 5 liquid film thickness
u 5 polar angle
r 5 density of condensate at mean film temperature

rv 5 density of vapor at its saturation temperature
m 5 dynamic viscosity of condensate at mean film tem-

perature
s 5 surface tension coefficient

Subscripts

x1 5 tangential direction along the tube surface
y1 5 normal direction at any point to the tube surface
v 5 vapor phase

Fig. 10 „DPÕDPc… versus „N̄u ÕN̄u c… of different noncircular
tubes for same value of ṁ
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Effect of Boundary Wall
Conditions on Heat Transfer for
Fully Opened Tilted Cavity
An experimental investigation was performed to study the effect of wall conditions as well
as the tilt angle on heat transfer for fully opened tilted cavity. The cavity has a rectan-
gular shape with a square cross section. One side is fully opened to the ambient, permit-
ting air to flow inside the cavity by virtue of buoyancy. The cavity was selected to be long
enough to simulate two-dimensional natural convection. Seven cases with different wall
configurations were examined: (a) three of which with only one wall heated and the other
two were insulated, (b) three of which with two walls heated and the other one was
insulated, and (c) a case with all walls were heated. The heated walls were maintained at
constant heat flux, which correspond to a constant Grashof number of 1.33108. In each
case, the cavity was rotated over a range of690 deg (measured from the vertical direc-
tion) in 15 deg increments. It was concluded that tilt angle, wall configuration, and the
number of heated walls are all factors that strongly affect the convective heat transfer
coefficient between the cavity and the ambient air. Empirical correlations were provided
to predict the average Nusselt number at different inclination angles for all seven cases.
It was found that the correlations could predict the result to within 4 to 10 percent,
depending on the inclination angle and the case considered.@DOI: 10.1115/1.1798931#

Keywords: Cavity Flows, Heat Transfer

Introduction
Buoyancy-driven natural convection is an essential mechanism

for a wide range of engineering applications. Among those, many
processes involve the flow of a fluid in rectangular enclosures.
Practical applications of such configurations can be found in the
solar engineering field; e.g., passive solar heating and solar con-
centrating receivers. They also have a fundamental importance in
cooling of electronic equipment, fire research, brake-housing sys-
tems on aircraft, optimizing energy conservation, and understand-
ing climatic conditions in buildings. The buoyant flow in such
enclosures is similar in nature to that of rectangular cavity.

In general, rectangular cavities are classified to be either closed
or opened from one side to the surrounding. Figure 1, that was
taken from Chakroun et al.@1#, illustrates the main features of a
tilted partially opened cavity. The tilt angle of rotation~a! is mea-
sured in the clockwise direction with respect to the vertical axis.
The rate of heat transferred from the cavity to the surrounding is
influenced by the following geometrical parameters~see Fig. 1!:
the tilt angle~a!, the aspect ratio (AR5H/B) which is the cavity
height to width ratio, the opening ratio (OR5a/H) which is the
ratio of the opening height to the cavity height, and the opening
displacement ratio (DR5d/H) which is the ratio of the center
aperture height to the height of the cavity. The configuration and
number of the heated walls are also important parameters in the
determination of heat transfer in cavities.

Cavities with different boundary conditions have received sub-
stantial attention during the past two decades. Many researchers
have both numerically and experimentally examined cavities with
different boundary conditions in an attempt to better understand
the heat transfer mechanism involved. For example, Doria@2#
studied the natural convection in open cavities to predict the fire
spread in a room. Jacobs et al.@3,4#studied the buoyancy-induced
flows in open cavities to model the circulation of air above city
streets and geothermal reservoirs. Natural convection in a shallow

open cavity was studied by Chan and Tien@5–7# to model pipes
with one end connected to a reservoir and the other to a closed
valve. Chen et al.@8#, Sernas and Kyriakides@9# did experimental
studies in modeling solar concentrating receivers. Sezai and Mo-
hamad@10# have concluded that as Rayleigh number increases the
difference between two and three dimensional prediction in-
creases. Their work was performed in a three-dimensional cubic
cavity. More work on three-dimensional natural convection in an
inclined cubic cavity was performed by Lee and Lin@11#. Table 1
~adapted with modification from Chakroun et al.@1#! is a sum-
mary of the previous work done on fully/partially open cavities. It
can be noticed that the boundary conditions are presented by let-
ters. A cavity is considered typeA when all its walls are isother-
mal atTh . A cavity of typeB is characterized by having walls 1
and 2 at Th and wall 3 atT` . A typeC cavity has wall 1 atTh and
the other two walls are adiabatic. In cavity of typeD wall 1 is
maintained atTc (Tc,T`,Th) and the other walls are adiabatic.
A type E cavity is when one wall is maintained at constant heat
flux and the other walls are adiabatic. A type F cavity is when two
of its walls are maintained at constant heat flux and the other one
is adiabatic. A typeG cavity is when three walls are maintained at
constant heat flux. Table 2 explains the various types of wall
boundary conditions considered in Table 1. Each of those bound-
ary conditions finds an application in the real world.

It is clear from the tables that no work is performed to study the
effect of different heated wall arrangements~and different tilt
angles!on the heat transfer mechanism in fully opened cavities.
The main purpose of this study is to provide further information
on the heat transfer coefficient in rectangular cavities where dif-
ferent wall conditions can exist. This class of flows, which may
occur either by design or natural circumstances, is related to air
entrainment into heated open cavities, particularly when the cavi-
ties are inclined. Several examples may be found in the environ-
ment and in many engineering systems such as natural convection
flows over valleys, solar receiver tracing systems, electronic sys-
tems where cavities are formed in spaces between discrete circuit
devices, tilted double glazed window, and tilted thermoelectric
cooling or heating elements. Considerable differences exist in the
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heat transfer, where different boundary conditions are applied. In
this study, seven cases with different wall configurations were
examined:~a! three cases in which one wall is heated and the
other two are insulated,~b! three cases in which two walls are
heated and the other one is insulated, and~c! one case in which all
walls are heated~see Fig. 2!. The heated walls were maintained at
constant heat flux. Referring to Fig. 2, although cases I and III
look the same~because of the symmetry between them!, a pro-
found difference between them is realized when studying the heat
transfer mechanism. This will be discussed in the result section.
The same can be said when comparing case IV to case VI. De-
pending on the angle of inclinationa, the heated wall~s!may be

located either at the upper side~cases I and IV!or at the lower
side ~cases III and VI!of the cavity. The effect of changing the
inclination angle is thoroughly explored in the results and discus-
sion section. The experiments were carried out for an aspect ratio
(AR) and an opening ratio (OR) of one. All tests were conducted
at a constant heat flux Grashof number, GrB* of 1.33108 (GrB*
5gbqconv9 B4/kan2). In each case, the cavity was rotated over a
range of angles from290 to190 deg~wherea is measured from
the vertical direction! in 15 deg increments.

There are many applications that can be modeled as a cavity
with different wall conditions. The current study can be applied to
the area of solar energy by analyzing the effect of solar radiation
on the environment inside buildings. Depending on the solar alti-
tude angle, one or more walls may be subjected to heating at the
same time. That is, in the same building, the influence of solar
heat gain may vary from one room to another, depending on the
location of the room. A room in the top floor of a building can be
subjected to solar heating from one side wall~as in cases I and III
at a5190 deg!, only from the roof~as in case II ata5190 deg!

Fig. 1 Geometry of a partially open cavity

Table 1 Review of previous work on fully Õpartially open cavities „refer to Table 2 for what A, B, C, D, E, F, and G mean …

Reference

Geometry

DR B.C. a Pr Gr or RaAR OR

LeQueare et al.@12# 1 1 0.5 A 0, 20, 45 0.73 104<GrH<107

0.5, 2 1 0.5 A 0 0.73 GrH5107

Penot@13# 1 1 0.5 A 0,645, 90 0.7 103<GrH<107

Miyamoto et al.@14# 1 0.5, 1 0.5 A 245<a<80 0.7 73103<RaB<73104

1 0.5, 1 0.5 A 0 0.7 1<RaB<73105

Showole and Tarasuk@15# 0.25, 0.5, 1 1 0.5 A 290<a<230 0.7 104,RaB,53105

1 1 0.5 A 290, 245 0.7 103,RaB,53105

Angirasa et al.@16# 1 1 0.5 A 0 0.7 104,RaB,53105

Sernas and Kyriakides@9# 1 1 0.5 B 0 0.7 GrH5107

Hess and Henze@17# 1 0.5, 1 0.5 C 0 7 331010<RaH,231011

Chan and Tien@5# 1, 0.143 1 0.5 C 0 1, 7 103,RaB<107

Chan and Tien@7# 0.143 1 0.5 C 0 8.7 106,RaB<108

Angirasa et al.@18# 1 1 0.5 C 0 0.1,Pr 102,RaB<108

,1
Lin and Xin @19# 1 1 0.5 C 0 0.7 RaB51010, 1011

Mohamad@20# 0.5, 2, 1 1 0.5 C 280<a<0 0.7 103<RaH<107

Chakroun et al.@1# 0.25, 0.5, 1 0.25, 0.5, 1 0.5 E 290<a<90 0.7 Grh55.53108

Elsayed et al.@21# 1 1 0.5 C 260<a<90 0.71 102<GrH<105

Elsayed@22# 1 1 0.5 D 0 0.72 Grh5105, 107, 1010

Elsayed and Chakroun
@23#

1 0.25, 0.5, 0.74 0,DR,1 E 290<a<90 0.7 Grh55.53108

Present 1 1 0.5 E 290<a<90 0.7 Gr* 51.33108

Present 1 1 0.5 F 290<a<90 0.7 Gr* 51.33108

Present 1 1 0.5 G 290<a<90 0.7 Gr* 51.33108

Table 2 Explanation for the types of boundary conditions
given in Table 1

B. C. Type

Boundary condition on walls

1 2 3 4

A Th Th Th Th
B Th Th T` N/A
C Th a a a
D Tc a a a
E q9 a a a

a q9 a a
a a q9 a

F q9 q9 a a
q9 a q9 a
a q9 q9 a

G q9 q9 q9 a

Note: Tc,T`,Th , a5adiabatic, N/A not applicable, andq95constant heat flux on
the wall.
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or from both the side wall and the roof~as in cases IV and VI at
a5190 deg!. For those buildings adjacent to modern skyscrapers
decorated with reflective glass, incident solar radiation received
by the building comes directly from the sun as well as from the
rays being reflected from the neighboring skyscrapers~as in cases
V and VII at a5190 deg!.

Experimental Setup
Figure 3~taken with modification from Chakroun et al.@1# il-

lustrates the main features of the experimental setup. The cavity
has dimensions ofa5B5H514.85 cm andL591.45 cm, yield-
ing an aspect ratio (AR5H/B) of 1.0 and an opening ratio (OR
5a/H) of 1.0 as well. The length of the cavity~L! was selected to
be more than six times its side length~B! to achieve two-
dimensional flow of air inside the cavity. The heated walls were
chosen to be made out of thin aluminum plates~14.85 cm391.45
cm and 0.6 cm thick!because of their high thermal conductivity
and light weight. The adiabatic walls were composed of Plexiglas
~14.85 cm391.45 cm and 0.6 cm thick!with thermal conductivity
of 0.18 W/m K to serve as insulating material to prevent heat from
dissipating to the adjacent walls.

Figure 4 shows a cross sectional view of a heated wall of the
cavity. The first layer is the aluminum plate. Next is the heating

Fig. 2 Schematic diagram of the cavity showing all seven cases considered: „a… cavity with
one wall heated and the other two walls are adiabatic; „b… cavity with two walls heated and the
other one wall are adiabatic; and „c… cavity with all three walls heated

Fig. 3 Schematic diagram of the experimental setup showing
the rotating mechanism of the cavity
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pad layer that supplied a constant heat flux to the cavity. The third
layer is the hard insulation, made out of Polystyrene with a thick-
ness of 3 cm. This is followed by the fourth layer which is the
Plexiglas plate with a thickness of 0.9 cm. The Plexiglas plate was
used to measure the heat loss by conduction from the backside of
the heaters. A thin layer of glass wool insulation was placed last.

Each aluminum plate was electrically heated separately by flex-
ible silicone rubber self-adhesive heating pads. The number of
pads used depended on the case performed, e.g., if one wall was
heated, only nine pads were turned on, if two walls were heated,
eighteen pads were on, and if all three walls were heated, all
twenty-seven pads were turned on. The pads were evenly distrib-
uted on the wall to provide constant heat flux. If one wall is
heated, a plexiglass sheet to eliminate conduction from wall to
wall replaces the aluminum plate on the other two walls.

The heat input to the pads was controlled by an electric circuit
composed of a 240 V power supply and a manual voltage regula-
tor. The output of the voltage regulator was directly coupled to the
heating pads via a distribution board. All pads were connected in
parallel; hence, they received the same power. The power supplied
to the pads was calculated from the current and the voltage sup-
plied.

The surface temperature of the aluminum plates was measured
using copper-Constantan thermocouples~gauge 30!, equally
spaced to accurately monitor the temperature of the heated wall.
All thermocouples used to measure the wall temperature, were
imbedded inside a small groove and high conductive epoxy was
place on the top to smoothen the wall in order to eliminate the
disturbance of the flow at the wall.

Each thermocouple was connected to a digital temperature con-
troller to ensure that the temperature of the walls was always less
than the maximum working temperature of the pads~120°C!,
hence preventing them from burning out. For each run, steady
state condition was achieved when the temperature did not vary
by more than60.2°C/1h.

Nusselt Number Data Reduction Equation
The results are presented in terms of average Nusselt number

Nu, defined as

Nu5
h̄B

ka
(1)

whereh̄ is the average convection coefficient between the cavity
and the ambient air,B is the width of the cavity, andka is the

thermal conductivity of air within the cavity. In terms of the local
heat transfer coefficienth, Eq. ~1! is rewritten in the following
form:

Nu5
B

ka

1

H E
0

H

hdy (2)

where H and y are as defined in Fig. 1. When one wall is at
constant heat flux, the local heat transfer coefficient is given by
the equation

h5
qconv9

~Tw2T`!
(3)

whereqconv9 is the energy loss by convection from the heated wall
to the ambient air,Tw is the local temperature of the wall, andT`
is the ambient temperature measured away from the cavity. The
local temperature of the wall was measured by thermocouples
placed at the three middle sections of the wall. Dividing the wall
into three equal segments, Eqs.~2! and ~3! are combined to give

Nu5
B

3ka
(
i 51

3
qconv9

~Twi2T`!
(4)

wherei is the order of the various sections on the heated wall. The
convection heat flux for each wallqconv9 , is determined by apply-
ing an overall energy balance to the heated wall~see Fig. 4!. The
energy balance reveals

qin9 5qcond9 1qconv9 1qrad9 (5)

whereqin9 is the constant heat flux supplied by the heating ele-
ments,qcond9 is the energy loss by conduction transported from the
heating elements to the back layers of the cavity,qconv9 andqrad9 are
the energy loss by convection and radiation from the heated wall
to the ambient air, respectively.

The amount of electrical power input per unit area to the heat-
ing elements represents the heat fluxqin9 to the cavity. This can be
written as

qin9 5
1

n (
j 51

n
I jVj

Aj
(6)

wheren is the number of heated walls,j is the wall identification
number,I andV are the current and voltage difference across the
heating elements, respectively, andAj is the area of the heated
wall (Aj5H3L5B3L, sinceB5H). For cases where two or
three walls are heated, the flux input to all heated walls remains
the same since the electric power and the area always increase by
the same ratio.

The conduction heat flux is measured by the aid of a Plexiglas
plate provided with three thermocouples mounted on each side, as
mentioned earlier. The plate is located behind the heating ele-
ments and the hard insulation~Polystyrene!, as shown in Fig. 4.
The conduction heat flux is expressed as

qcond9 5
kp

H (
j 51

n E
0

s

~Tj ,i2Tj ,o!
ds

t j
(7)

where j is the wall identification number,n is the number of
heated walls,kp is the thermal conductivity of the Plexiglas wall,
tj is the thickness of the Plexiglas wall,s is the incremental dis-
tance across which it is integrated along the walls, andTj ,i and
Tj ,o are the local temperatures on the inner and outer surfaces of
the jth wall, respectively.

The radiation heat flux from the heated wall is modeled by

qrad9 5
s@~ T̄w1273!42~T`1273!4#

12«

«
1

1

Fia

(8)

Fig. 4 Cross sectional view and energy balance of the heated
wall of the cavity
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wheres is the Stefan-Boltzmann constant,T̄w is the average wall
temperature of one wall~obtained by averaging the temperatures
of the three middle thermocouples mounted on the wall to avoid
the z direction side-effects!, T` is the temperature of the ambient
air sufficiently far from the cavity,« is the emissivity of the alu-
minum plate, andFia is the view factor between the surface of
wall i and the surrounding, calculated from the analytical expres-
sion given by Gross et al.@24#. As mentioned earlier, for cases
with two or three heated walls, the radiation heat flux is calculated
by summing the individual radiation flux from each heated wall
and dividing that by the total area.

It follows that, rearranging Eq.~5! for each heated wall as

qconv9 5qin9 2qcond9 2qrad9 (9)

and substituting it in Eq.~4! gives

Nu5
B

3ka
(
i 51

3
qin9 2qcond9 2qrad9

~Twi2T`!
(10)

or, by substituting from Eqs.~6!, ~7!, and~8!,

Nu5
B

3ka
(
i 51

3

1

n
( j 51

n
I jVj

Aj
2

kp

H
( j 51

n *0
s~Tj ,i2Tj ,o!

ds

t j
2

s@~ T̄w1273!42~T`1273!4#

12«

«
1

1

Fia

~Twi2T`!
(11)

The above expression shows explicitly all the variables involved
in the experimental determination ofNu.

The constant heat flux Grashof number for this experiment was
defined as

GrB* 5gb
qconv9 B4

kan2
(12)

whereg is the gravitational acceleration,b is the coefficient of
thermal expansion of air,qconv9 is the energy loss by convection
from the heated wall,B is the width of the cavity,ka is the thermal
conductivity of air, andn is the kinematic viscosity of air.

The uncertainties in the experimentally determined Nusselt
number and Grashof number are estimated based on the ANSI/
ASME Standard on Measurement Uncertainty@25# following the
procedures of Coleman and Steele@26#.

The total uncertainty U in the measured value of either Nusselt
number or Grashof’s number is expressed as follows:

U5~Eb
21Ep

2!1/2 (13)

where Eb and Ep are the bias and the precision limits in the
measured quantities. The expressions used in the determination of
Nusselt number and Grashof number are given in Eqs.~11! and
~12!, respectively. These expressions can be expressed in the form

Nu5 f ~y1 ,y2 ,y3 , . . . ,ym! (14)

and

GrB* 5 f ~y1 ,y2 ,y3 , . . . ,ym! (15)

where m is the number of variables involved in each equation.
The expression forEb andEp are, respectively, given as follows:

Ep
25(

i 51

m S ]Nu

]r i
epiD 2

(16)

Eb
25(

i 51

m S ]Nu

]r i
ebiD 2

12S ]Nu

]r 1
D S ]Nu

]r 2
D eb18 eb28 (17)

whereepi is the precision limit error in the variabler i , ebi is the
bias limit error in the variabler i , and ebi8 eb j8 are the correlated
bias error in the variableri andr j . Similar equation can be used
for the Grashof number where the Nusselt number (Nu) is substi-
tuted by the Grashof number (GrB* ) in Eqs.~16! and~17!. A com-
puter program was prepared to determine all the partial deriva-
tives in order to calculate the uncertainties in the measured
variables using Eq.~13!. Chakroun et al.@1# have reported a de-
tailed procedure on estimating the uncertainties. The same tech-
nique is used in the present paper.

The overall uncertainty of Nusselt number in the present work
ranges from 4 to 10 percent depending on the number of heated
walls and the inclination anglea. When the cavity is facing up-
ward, the total uncertainty is minimum. As the cavity is tilted
downward the uncertainty starts increasing to reach a value of 10
percent at an angle of190°. At this angle, the heat is transferred
only by conduction and steady state takes a long time to be
achieved. The total uncertainty is mostly bias errors so the data
can be compared from case to case with each other with good

Table 3 Constants for the sigmoidal function used in Eq. „18…

Case a b c ao Nuo

1 1.991310 21.796310 2.921310 6.134310 1.378310
2 2.814310 22.635310 4.969310 1.4133102 3.089
3 6.034310 23.288310 1.562310 2.0893100 22.668310
4 2.201310 22.604310 4.090310 1.2663100 6.609
5 3.258310 23.767310 1.100 7.961310 21.912
6 1.2453102 21919310 5.00231022 1.061310 29334310
7 2.668310 22.523310 1.372 5.769310 9.56331021
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degree of accuracy. The total uncertainty of Grashof’s number
ranges from 2.5 percent to about 7.3 percent depending on the
case investigated and the inclination anglea.

Results and Discussion
The results for the seven cases introduced earlier are presented

here. For each case, the cavity was rotated over a range of690
deg ~measured from the vertical direction! in 15 deg increments.
The data was collected at GrB* 51.33108.

The results for each case were correlated using a sigmoid func-
tion with five parameters expressed as

Nu5Nuo1
a

@11e2~a2ao /b!#c
(18)

whereao , Nuo , a, b, andc are constants that can be obtained
from Table 3. The correlations are presented on Figs. 5, 7, and 9
for easy comparison with the experimental result of each case.
The regression provides a single equation for all the cases where
the objective is to obtain the heat transfer at intermediate angles.
This correlation can be used in any computer application to rep-
resent the result. The maximum standard deviation for the corre-
lation was obtained to be 10.2.

Even though the data was collected for constant heat flux, the
temperature of the walls of the cavity at each angle was found to
be constant to within60.25°C. So according to the temperature
data of the walls in this work, Grashof number for constant heat
flux of 1.33108 would correspond to Grashof number of constant
wall temperature between of 0.243107 and 0.763107 depending
on the angle of rotation and the case being considered. The Nus-
selt number for angle 0 deg in case II can be compared to that
obtained by Angirasa et al.@18#. For this angle, Grashof number
of constant wall temperature will have a value of 0.43107. In the
present work the value of Nu for this angle was 24.6 compared to
23 as obtained by Angirasa et al.@18#. The difference is within the
reported uncertainty. Also case VII at zero angle of rotation was

compared to Angirasa et al.@16# where all three walls are heated.
Grashof number based on constant wall temperature for this case
was 0.663107. The value of Nusselt number here was equal to
24. The closest Grashof number reported by Angirasa et al.@16#
was 13107 and Nusselt number for this configuration was 32.
The difference between the two values is caused by the variation
in the Grashof number.

Figure 5 presents the variation of average Nusselt number with
tilt angle for case I, II, and III. Case I represents the data for the
setup where one wall~namely, wall number 3!is maintained at a
constant heat flux and the other two walls are adiabatic. Referring
to the schematic sketch included in the figure, the cavity rotates in
a clockwise direction with respect to the vertical axis. Starting at
an inclination anglea of 190 deg,Nu was found to be the lowest.
This is expected since the cavity is facing downward and the heat
transfer process is inhibited. It is noticed that in this case,Nu
remains almost constant for further inclination angles~from 190
deg to115 deg!. This can be rationalized as follows: when the
cavity is rotated~by increments of 15 deg!over this range, the
heated wall is always located on top of the heated air. So the
heated air is trapped in a region between the heated wall and the
adjacent insulated wall. Of course, the nearby air keeps on rising
until it gets stratified within the upper corner of the cavity, which
can be resembled as a dome capturing the heated air. As a result,
the buoyancy force is suppressed and the rate of increase inNu is
minimal. As 0 deg inclination angle is reached, a sudden flow
instability takes place. The previously trapped heated air finds a
path to exit the cavity, allowing for cooler air to replace it, hence
enhancing the mechanism of heat transfer by natural convection.
This can be seen from the noticeable jump inNu at an inclination
angle of 0 deg. The value ofNu increases thereafter from 0 deg to
230 deg. The inclination angle of the cavity seems to have a little
effect from230 deg to290 deg, yielding a constant value forNu.
Since the aperture of the cavity faces upward, the buoyancy
driven flow finds no obstacles, resulting in a constant heat transfer.

Data for case II where the middle wall~wall number 1!of the
cavity is maintained under a constant heat flux is also presented.
The average Nusselt number increases as the tilt angle decreases.
The rate at whichNu increases is high between160 to 0 deg and
relatively mild between 0 to260 deg. The difference in the rate of
heat transfer is due to the sensitivity ofNu to tilt angle in the
range from160 to 0 deg. The change of inclination angle in the
ranges between190 to 160 deg and between260 to 290 deg
appears to have little effect onNu.

The experimental results for case III where one wall~namely
wall number 2!is maintained at a constant heat flux and the other
two walls are adiabatic is also presented. The minimum value of
Nu is seen at190 deg. A rapid increase inNu is noticed in the
subsequent angles~from 175 deg to 0 deg!. As the cavity is
rotated, the heated wall~wall number 2!is always beneath the air
enclosed in the cavity, supporting the buoyancy-driven flow. At
about zero tilt angle, the value ofNu is the highest. This confirms
that the average Nusselt number is maximized when the heated
wall is placed horizontally as the lower wall of the cavity.Nu
stays approximately constant in the angles to follow because, as
mentioned in the foregoing cases, the buoyancy force is free from
any constraints in these angles. This comparison is made to ana-
lyze the behavior of the heat transfer in the cavity when only one
wall is heated as a function of inclination angle as well as the
location of the heated wall. For cases I and III, the value ofNu at
190 deg is the same for both. That is due to the symmetry be-
tween the two cases at that angle. But unlike case I, case III
experiences a sudden increase inNu in the subsequent angles
~from 175 deg to 0 deg!. As the cavity~in case III!is rotated, the
heated wall~wall number 3!is located beneath the air enclosed in
the cavity, supporting the buoyancy-driven flow. At about zero tilt
angle, the value ofNu is the highest in case III among all preced-
ing cases~Nu534.35!. This confirms that when the heated wall
forms the lower wall of the cavity, heat transfer, and hence aver-

Fig. 5 Comparison of the average Nusselt number for cases I,
II, and III
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age Nusselt number is maximized. For cases I and III, the maxi-
mum divergence inNu occurs at an angle of115 deg where
convection heat transfer is doubled. It is also noticed thatNu in
case III is superior in the range from175 to 215 deg.

It is also noticed that for case II, the Nusselt number at the
stratification angle ofa5190 deg is a much lower value than for
cases I and III at the same angle. That is because the heated wall
is in a horizontal position located on top of the heated air, hence
further air suppression took place. This conclusion is confirmed
when comparingNu of all three cases at an inclination angle of 0
deg. At that angle, case I~with the heated wall located at the
upper-horizontal position! has a value ofNu521.93, case II~with
the heated wall located at the side-vertical position! has a value of
Nu524.62 and case III~with the heated wall located at the lower
horizontal position! has a value ofNu531.95. Obviously, case III
has a better heat transfer owing to the location of the heated wall.

At a5290 deg,Nu is identically the same~Nu533.79! for
cases I and III because of the symmetry of those cases at such an
angle. For case II however,Nu530.92, which is slightly less than
that of cases I and III. This is an indication that in case II, as the
heated air~guarded by buoyancy force! is trying to escape verti-
cally from the cavity, cooler~ambient!air is retarding it, hence
slowing the heat transfer process.

Figure 6 presents the same information as before~in Fig. 5! in
the form of ratios ofNu2 andNu3 to that ofNu1 . It is shown that
Nu3 /Nu1 is always greater than or equal to unity. This ratio is
maximized between angles175 and215 deg and approaches one
from angles230 to290 deg. The behavior ofNu2 /Nu1 is differ-
ent, however, especially in the range from190 to 230 deg. At
190 deg, this ratio starts at a value relatively lower than one and
stays almost constant for angles175 and160 deg, then increases
linearly from 160 to 115 deg, after which it starts decreasing
until an angle of230 deg is reached. The ratio is in the neighbor-
hood of one from230 to 290 deg. Obviously, both ratios con-
verge to unity in the range from230 to 290 deg, showing that
Nu for all three cases is almost the same at those angles, where the
aperture of the cavity faces upward.

Figure 7 presents the results for cases IV, V, and VI on one
figure for comparison. Case IV represents the set up where walls 1
and 3 kept at constant heat flux.Nu is almost constant with a
value of about 7 from inclination angles of190 to 160 deg,
increases steadily from160 to 260 deg and then remains con-
stant from260 to290 deg at a value of about 28. The low rate of
heat transfer at inclination angle190,175 and160 deg is due to

the down-facing aperture with both heated walls on top. The re-
sults for case V where walls 2 and 3 are subjected to constant heat
flux is also presented. At190 deg,Nu510.91, which is relatively
high.Nu gradually increases until an inclination angle of230 deg
is reached. Any change ina beyond230 deg appears to cause
little 1 change inNu. Case VI where walls 1 and 2 are subjected
to constant heat flux is also presented. Obviously,Nu rapidly in-
creases asa is decreased from190 to215 deg, since both heated
walls are located in the lower side of the cavity, allowing a higher
buoyancy force to be generated.Nu remains almost the same from
215 deg to290 with a value of about 30. When comparing cases
IV, V and VI, it is clear that the data for case VI is shifted upward
giving a higherNu in comparison with case IV for all tilt angles
~except at190 and290 deg!. This behavior can be predicted
since the heated walls in case VI are located under the air en-
closed in the cavity, hence enforcing the buoyancy force; but lo-
cated on top of the air in case IV, leading to suppression in the
buoyancy force. In both cases, the aperture of the cavity is facing
either downward or upward at angle190 and290 deg, respec-
tively. Because of the analogy between those cases at such angles,
Nu is the same, i.e.,Nu57.44 at190 deg and 28.83 at290.
Comparing cases V and VI,Nu for case V is higher than case VI
in the range from190 to 0 deg, but lower from215 to275 deg.

Figure 8 shows the ratio ofNu for cases V and VI over case IV.
It is clear from the figure that cases V and VI always have a higher
Nu than case IV, especially ata5160 deg, where it is about 2.8
times higher in case V than it is in case IV and about 2.4 higher as
high in case VI than it is in case IV.

Figure 9 presents the variation of average Nusselt numberNu
with tilt angle a for case VII, where all three walls are kept at
constant heat flux. Steady-state condition~at a5190 deg!was
achieved over a period of twelve hours resulting inNu54.03. In
the range from190 to 115 deg,Nu increases asa decreases,
showing that heat transfer is strongly affected by inclination angle
in this range. Conversely, any change ina has little impact onNu

Fig. 6 Comparison for the average Nusselt number for cases
II, and III to that of case I

Fig. 7 Comparison of the average Nusselt number for cases
IV, V, and VI
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in the range of angles from115 to 290 deg. It should be noted
that in general,Nu for case VII is almost the lowest among all
other cases between 0 and290 deg. This can be explained by the
small value of temperature difference when three walls are heated.
The temperature difference among the walls is the prime mover of
the heat transfer mechanism. Therefore, case VII faces the least
value of temperature difference since three walls are heated. In the
range of190 to 0 deg, case II has the lowest value ofNu. The
heat transfer mechanism for case VII in this range is aided by the
presence of the heated wall at the bottom of the cavity; hence, it
has a better value ofNu than case II. Considering cases III, VI,
and VII, where one, two and three heated walls respectively are
present; the heated walls are located on the lower side of the
cavity. Comparison is better made when the range of inclination
angles is divided into two ranges, from190 deg to 0 deg and

from 0 deg to290 deg. In the range from190 to 0 deg, the value
of Nu is the highest in case III because, as stated earlier, the
heated wall lies at the bottom side of the cavity enhancing the heat
transfer to take place. Although case VI has a heated wall at the
bottom, it also has a heated wall at the top that is suppressing the
buoyancy force. Case VII has a heated wall at the bottom, but two
heated walls at the top, hence further suppression takes place and
Nu is minimum. From 0 to290 deg, case III having a higherNu
value than case VI and case VII. Since the prime mover of air
within the cavity is the temperature difference between the walls.
In that range~from 0 to290 deg!, as the hot air in case VII leave
the vicinity of the lower heated wall, it is slowed down by the two
upper heated walls. The situation is less drastic in case VI where
only one heated wall is at the top; hence, the temperature differ-
ence between the walls is higher. Case III~from 0 to 290 deg!
only has one heated wall at the bottom and no heated walls at the
top, so the temperature difference is maximized and convection
currents develop in the enclosure of the cavity, hence natural con-
vection is maximized.

Conclusions
The experimental evidence provided in this study indicates that

the convection heat transfer coefficient in fully open cavities is
strongly affected by the inclination angle, the number of heated
walls, and the wall configuration. Seven cases with different wall
conditions were thoroughly investigated. The work was carried
out at a constant heat flux with a Grashof number GrB* 51.3
3108.

In all cases, the average Nusselt numberNu decreases with the
increase of tilt angle. The effect of buoyancy gets stronger when
the angle of rotation decreases from 90 deg to290 deg. As ex-
pected,Nu had the highest value at a tilt angle of290 deg~up-
ward facing cavity! where the buoyancy force is enhanced and the
heated fluid rises from all over the cavity. At190 deg~downward
facing cavity!Nu was minimum and the buoyancy force is sup-
pressed. The flow trapped inside the cavity and heat can transfer
only by conduction.

For the case where cavity has one heated wall and the remain-
ing two kept adiabatic, the heat transfer for case III dominates.
The heated wall for this case was always located in the lower side
of the cavity, hence supporting the buoyancy-driven flow. For
cases I and II, the increase or decrease in heat transfer depends on
the tilt angle. Three different regions can be classified: Between
tilt angles190 and145 deg case II resulted in lessNu, since the
heated wall was horizontally positioned on top of the hot enclosed
air, hence further suppression took place. In the range between
130 to about 0 deg, the heated wall for case I now is at the top
resulted in less heat transfer for this case over case II. Between
215 deg and290 deg,Nu in cases I and III is higher than that of
case II.

The analysis is more complex when considering two heated
walls cavities. Case IV always has the lowestNu value over the
entire range of tilt angles. This is because the heated walls are
always located at the topside of the cavity, hence working against
the buoyancy force. For cases V and VI, which one has higher
heat transfer depends on the angle of rotation and no general
statement can be made in this regard.

Considering case VII, the value ofNu was relatively the lowest
among all cases. Since the prime mover of air within the cavity is
the temperature difference between the walls, case VII, with all its
walls heated, has the least temperature difference, hence very few
convection currents develop in the enclosure of the cavity and
natural convection is minimized.

Nomenclature

A 5 heated wall area~m2!
a 5 height of aperture~m!

AR 5 cavity aspect ratio (AR5H/B)

Fig. 8 Comparison of the average Nusselt number for cases V,
and VI to that of case IV

Fig. 9 Variation of average Nusselt number with tilt angle for
case VII
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B 5 width of the cavity~m!
DR 5 opening displacement ratio (DR5d/H)

d 5 distance from the centerline of the opening to the
base of the cavity~m!

Fia 5 configuration factor between the heated walli and the
surroundings

g 5 gravitational acceleration~m/s2!
Gr 5 Grashof number

Gr* 5 constant heat flux Grashof number
H 5 height of the cavity~m!
h 5 local value of heat transfer coefficient~W/m2

•K!

h̄ 5 average convection heat transfer coefficient
~W/m2

•K!
I 5 electric current~A!
j 5 wall identification number

ka 5 thermal conductivity of air~W/m•K!
kp 5 thermal conductivity of Plexiglas plate~W/m•K!
L 5 length of the cavity~m!

Nu 5 average Nusselt number
Nux 5 average Nusselt number of casex

n 5 number of heated walls
OR 5 cavity opening ratio (OR5a/H)

P 5 power supply to heating pads~W!
Pr 5 Prandtl number

qcond9 5 conduction heat flux~energy loss!from the heating
pads~W/m2!

qconv9 5 convection heat flux~energy loss!from the heated
wall ~W/m2!

qin9 5 constant heat flux supplied to the heated wall~W/m2!
qrad9 5 radiation heat flux~energy loss!from the heated wall

~W/m2!
s 5 distance along a wall~m!

Tc 5 temperature of cold wall~C!
Th 5 temperature of hot wall~C!

T̄in 5 average temperature of Plexiglas plate closer to the
heating pads~C!

T̄out 5 average temperature of Plexiglas plate further from
the heating pads~C!

T̄w 5 average temperature of the heated wall~C!
T` 5 Ambient temperature~C!

t 5 thickness of Plexiglas plate~m!
V 5 voltage difference across the heating pads~V!

x, y, z 5 rectangular coordinates~m!
a 5 inclination angle~degrees!
b 5 coefficient of thermal expansion of air~C21!
« 5 emissivity of heated wall~aluminum plate!
s 5 Stefan-Boltzmann constant~W/m2

•K4!
y 5 kinematic viscosity of air~m2/s!
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Fluid Flow and Heat Transfer in a
Lid-Driven Cavity Due to an
Oscillating Thin Fin: Transient
Behavior
A finite-volume-based computational study of transient laminar flow and heat transfer
(neglecting natural convection) within a lid-driven square cavity due to an oscillating thin
fin is presented. The lid moves from left to right and a thin fin positioned perpendicular to
the right stationary wall oscillates in the horizontal direction. The length of the fin varies
sinusoidally with its mean length and amplitude equal to 10 and 5 percent of the side of
the cavity, respectively. Two Reynolds numbers of 100 and 1000 for a Pr51 fluid were
considered. For a given convection time scale~tconv!, fin’s oscillation periods (t) were
selected in order to cover both slow~t/tconv.1! and fast~t/tconv,1! oscillation re-
gimes. This corresponded to a Strouhal number range of 0.005 to 0.5. The number of the
cycles needed to reach the periodic state for the flow and thermal fields increases as
t/tconv decreases for both Re numbers with the thermal field attaining the periodic state
later than the velocity field. The key feature of the transient evolution of the fluid flow for
the case with Re51000 with slow oscillation is the creation, lateral motion and subse-
quent wall impingement of a CCW rotating vortex within the lower half of the cavity. This
CCW rotating vortex that has a lifetime of about 1.5t brings about marked changes to the
temperature field within a cycle. The dimensionless time for the mean Nusselt numbers to
reach their maximum or minimum is independent of the frequency of the fin’s oscillation
and is dependent on the distance between the oscillating fin and the respective wall, and
the direction of the primary CW rotating vortex. The phase lag angle between the oscil-
lation of the fin and the mean Nusselt number on the four walls increases as the distance
between the fin and the respective wall increases.@DOI: 10.1115/1.1833362#

Introduction
Modification of flow and heat transfer in a rectangular cell by

vertical or horizontal plate fins is of great interest because the
introduction of thin fins is one way to control heat transfer in
various engineering applications. Laminar natural convection in
differentially heated cavities with internal fins~partitions! has
been studied extensively, for example@1#, among others. The high
packaging density and increasing heat flux from electronic mod-
ules have necessitated the use of forced convection in electronic
cooling practices. The existence of chips or boards in a rectangu-
lar cell could have a significant effect on the resulting flow field
and heat transfer. No attention has been given to the investigation
of a shear-driven cavity with isothermal fins@2#. Such problems
are, however, commonly encountered, e.g. the estimation of heat
loss of electronic packages in a closed cavity, the design of vari-
ous drying devices and decreasing the heat loss in various engi-
neering applications. Besides being a simple benchmark geometry
for the study of complex flow phenomena, a cavity system can
simulate a lubricating groove between sliding plates or approxi-
mate the separated flow in a surface cavity with an external stream
flowing over it. A great number of studies have focused on this
problem and an excellent review paper was recently reported by
Shankar and Deshpande@2#. In general, interest has focused on
low Reynolds number laminar regime for square cavities~@3#,
among many others who assumed 2-D flow!. The authors@4# have
reported results of a parametric study of steady laminar flow and
heat transfer within a lid-driven square cavity due to a single thin
fin. Fins with lengths of 5, 10 and 15 percent of the side, posi-

tioned at 15 locations on the stationary walls were examined for
Re5500, 1000, 2000, and Pr51. Placing a fin on the right wall
brings about multi-cell recirculating vortices compared to the case
without a fin that exhibits a primary vortex and two small corner
cells. A fin positioned near the top right corner of the cavity can
reduce heat transfer most effectively. Placing a fin on the right
wall—compared to putting a fin on the left and bottom walls—can
always enhance heat transfer on the left wall and at the same time,
reduce heat transfer on the bottom, right and top walls.

Given the extensive work on steady-state behavior of stationary
thin fins in various geometries and in a square lid-driven cavity
@4# in particular, the next challenge is to investigate the transient
evolution and periodic characteristics of a cavity with anoscillat-
ing thin fin. Because of the limitation on computing capacity, this
topic is still untouched by most researchers. Some related research
relevant to the present study has been reported. Flow and heat
transfer in a channel due to the presence of very thin fins swinging
back and forth normal to the flow direction was investigated by Fu
and Yang @5,6#. The Arbitrary Lagrangian–Eulerian~ALE!
method was adopted to handle the moving fins. The boundary
layers attaching on the fins were contracted and disturbed. The
parameters of the velocities of the fluid and the swinging speed of
the fins were employed to investigate the evolving flow and ther-
mal fields. Variations of the average Nusselt number on the fin
with time for various cases showed that the swinging of the fin
results in a significant heat transfer enhancement.

The objective of this study was to determine the transient evo-
lution of the flow and thermal fields en route to the periodic state
due to an oscillating thin fin attached to a wall of a square lid-
driven cavity. Given the existing thorough knowledge of the
steady 2-D laminar flow in lid-driven cavities, it is appropriate
that the effect of an oscillating fin on the flow and thermal fields
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first be elucidated for such a system. Knowledge of the dynamic
behavior, such as the time to reach the periodic state, the transient
characteristics of the fluid flow, temperature fields and Nusselt
numbers on the four walls are the key points in design of similar
systems.

Problem Formulation
The proposed physical model for a two-dimensional lid-driven

cavity ~height H and lengthL) is shown in Fig. 1~a!. For the
present study it is assumed thatH5L. The top wall is moving at
the speed ofU lid from left to right, whereas the remaining three
walls are stationary. The moving wall is maintained at a tempera-
ture (Th) different from the remaining walls of cavity (Tc), with
Th.Tc . Based on the earlier findings of the authors@4#, a thin fin
is attached to the middle of the right wall. The fin is made of a
highly-conductive material, so the Biot number is much smaller
than 1. The fin can move back and forth horizontally and its length
is:

l p5 l m1 l o sin 2p f t, (1)

wheref is the frequency of the fin’s oscillation. Quantitiesl m and
l o ( l m> l o) are the mean and oscillating lengths of the fin, respec-

tively. Figure 1~b! shows the time dependent variation of the
length of the fin, with the period of oscillationt equal to 1/f . The
dimensionless horizontal velocity of the fin can be expressed as:

Up5
up

U lid
522p•

l of

U lid
•cos 2p f t522p•St•cos 2p f t, (2)

where St5l of /U lid is the Strouhal number. The vertical velocity
of the fin is zero. The effect of natural convection is neglected, so
the ratio Gr/Re2 is taken to be much smaller than 1.

Dimensionless Form of the Governing Equations. The fluid
within the enclosure is an incompressible fluid and the fluid prop-
erties are constant. The flow within the enclosure is assumed to be
laminar. The gravity effect and viscous dissipation are neglected.
The dimensionless form of the governing equations can be ob-
tained via introducing dimensionless variables:
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The governing equations of continuity, momentum, and thermal
energy are then written in dimensionless form:
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The Reynolds number is defined as Re5UlidH/n and the
Prandtl number is Pr5n/a. For t* .0, the dimensionless form of
the boundary conditions can be expressed as follows:

At X50,1 and Y50: U5V50,u50,

At Y51: U51,V50,u51, (8)

On the moving fin: U522p St cos~2p f t !,V50,u50.

Therefore, Re, Pr and St are the dimensionless groups that govern
this problem. The Reynolds numbers of 100 and 1000 were stud-
ied and the Prandtl number of the fluid is fixed to 1. Given the
results of@4#, l m and l o were assigned 0.1H and 0.05H, respec-
tively. The time scales for convection and diffusion are given as

tconv5
H

U lid
, tdiff5

H2

n
. (9)

The ratio oftdiff over tconv equals Re. The ratio of the period of the
fin’s oscillation t over tconv is defined as TR. TR bigger than 1
corresponds toslow oscillation, whereas TR smaller than 1 signi-
fies fast oscillation. Note that:

TR5
t

tconv
5

U lid

f •H
5

l o

H

1

St
. (10)

With l o /H50.05, TR values of 10, 2, 1, 0.5 and 0.1 were inves-
tigated that correspond to Strouhal numbers of 0.005, 0.025, 0.05,
0.1 and 0.5, respectively.

Computational Details. The unsteady governing equations
were solved by the finite-volume-method using Patankar’s@7#
SIMPLE algorithm. A two-dimensional uniformly-spaced stag-
gered grid system was used. Hayase et al.’s@8# QUICK scheme
was utilized for the convective terms, whereas the central differ-

Fig. 1 Model of a square lid-driven cavity: „a… geometry and
the coordinate system; „b… oscillating length of the fin
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ence scheme was used for the diffusive terms. In order to keep
consistent accuracy over the entire computational domain, a third-
order-accurate boundary condition treatment suggested by Hayase
et al. @8# was adopted. The moving fin is within the calculation
domain and the FAVOR~Fractional Area/Volume Obstacle Rep-
resentation!method ~Hirt and Sicilian @9# and Tsukiyama et al.
@10#! was used to treat the moving fin in this problem.

Details of a grid independence test using seven different grid
densities (40340, 60360, 80380, 1003100, 1203120, 150
3150 and 2403240) was given by Shi and Khodadadi@4# for the
steady version of this problem. The code was tested and verified
extensively via comparing the results with the benchmark prob-
lems of Ghia et al.@3# and Torrance et al.@11#. Upon comparing
critical quantities like the minimum value of the stream function
of the primary vortex and the drag coefficients to benchmark data
and considering both the accuracy and the computational time, the
present calculations were all performed with a 1503150
uniformly-spaced grid system. Greater details can be found
elsewhere@12#.

Parameters for Numerical Simulations. The steady-state
fluid flow and temperature fields of a lid-driven cavity with a fin
that has lengthl m and is attached to the middle of the right wall
@4# are treated as the initial fields in this study. For the unsteady
computations, tolerance of the normalized residuals upon conver-
gence is set to 1026 for every calculation case. The under-
relaxation parameters foru, v, andT are all set to 0.6, whereas
the under-relaxation parameter for pressure correction is set to 0.3.
The three-time-level-method that is a 2nd order implicit scheme is
used for approximating the unsteady terms. Three different time
stepsDt5t/50, t/100 andt/150 for Re51000 and TR50.1 were
adopted for the time step independence test. The variations of the
mean Nusselt numberNu of the system with dimensionless time
are shown in Fig. 2. The results fort/100 andt/150 are identical.
The deviations among the predictions with different time steps
were quantified. For example, the deviations of the mean Nusselt
number of the system for time steps oft/50, t/100 andt/150
evaluated att* 50.012 was less than 1.5 percent. To save compu-
tational time, the time stepDt5t/100 was used for all the cases in
this study.

Results and Discussions
The mean and oscillating lengths of the fin werel m /H50.1 and

l o /H50.05, respectively. Fort,0, the fin’s length was equal to
l m /H. For t>0, the length of the thin fin varies according to Eq.
~1!. After a certain period of time, the fluid flow and temperature
fields will reach their periodic states. The evolution of the fluid
flow and temperature fields and the transient response of the av-
erage Nusselt numbers on the four walls is discussed here.

Time Required to Reach the Periodic State. Due to uncou-
pling of the momentum and energy equations, the fluid flow and
temperature fields could reach their respective periodic states at
different times. The cycle-to-cycle variations of the fluid flow and
temperature fields were quantitatively defined and strictly moni-
tored@12#, exhibiting monotonic decay with time. Comparing the
Re5100 and 1000 cases, it was observed that it takes fewer cycles
to reach the periodic state for the lower Reynolds number. For a
given Reynolds number, it took more cycles to reach the periodic
state when TR is smaller~i.e. the Strouhal number is greater!. For
all the cases investigated, it takes fewer cycles for the flow field to
reach the periodic state in comparison to the temperature field.
Adopting a very stringent criteria@12#, the number of cycles
needed to reach the periodic state (Nf andNt) are summarized in
Table 1. The difference betweenNt and Nf increases as TR
decreases.

Transient Evolution of the Flow Fields. The instantaneous
streamlines during the first, second and fifth cycles are shown in
Figs. 3~a!–~c!, respectively, for Re51000 and TR510. Before the
start of oscillations, the steady flow field is characterized by a
clockwise-rotating~CW! primary vortex in the upper half of the
cavity and a counter-clockwise-rotating~CCW! vortex in the
lower half of the cavity. During the first quarter of the first cycle
~i.e. t/t<0.25), as the fin is getting longer, the center of the CCW
rotating vortex moves from left to right. In addition, three small
vortices are formed above the fin, under the fin and at the right
bottom corner. The length of the fin decreases within the second
and third quarters of the cycle and the CCW rotating vortex is
squeezed and it moves toward the left and is pushed against the
left wall. Two of the three vortices formed duringt/t<0.4 that are
below the fin start growing and an interesting quadru-cell struc-
ture is observed att/t50.6. By the time the fin has attained its
shortest length att/t50.75, the original CW primary vortex has
merged with the bottom right corner vortex and effectively
touches the bottom plate of the cavity. It should be noted that
other small vortices have also formed during the 0.4<t/t<0.8
time period under the fin and at the bottom left corner. Within the
last quarter of the first cycle, the fin gets longer and the CCW
rotating vortex near the left wall is getting weaker whereas the
CCW rotating vortex close to the fin is getting stronger. The ver-
tical extent of the CW rotating primary vortex varies appreciably
in one cycle.

During the first quarter of the second cycle~Fig. 3~b!!, the
CCW rotating vortex near the left wall gets smaller after it im-
pinges on the wall. Byt/t51.2, it has totally disappeared. The
other CCW rotating vortex anchored to the fin that was created
during the third quarter of the previous cycle is already in motion

Fig. 2 A comparison of the mean Nusselt number of the sys-
tem for various time steps „ReÄ1000, TRÄ0.1…

Table 1 Number of cycles needed to reach the periodic states
for fluid flow „Nf… and temperature fields „Nt…

Nf , Nt

St50.5 St50.1 St50.05 St50.025 St50.005
TR50.1 TR50.5 TR51 TR52 TR510

Re5100 8, 13 6, 8 4, 5 3, 4 3, 3
Re51000 64, 95 52, 56 31, 35 20, 28 7, 11
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from the right toward the left wall. The flow field during the rest
of the second cycle is similar to the flow field in the first cycle and
subsequent cycles.

Comparing the flow fields in the third, fourth and fifth cycles,
identical evolutions were observed, suggesting that for Re51000
and TR510, the periodic state was achieved after 4 cycles~quan-
titatively this number is 7 as given in Table 1!. Upon attaining the
periodic state~Fig. 3~c!!, the most remarkable feature of flow field
within a cycle is the emergence, lateral motion, wall impingement
and disappearance of the CCW rotating vortex within the lower
half of the cavity. The lifetime of this CCW rotating vortex is
about one and a half periods of the fin’s oscillation. This implies
that the emergence, movement and disappearance of this CCW
rotating vortex are closely dependent on the oscillation of the fin.
Since the lifetime of the CCW vortex is greater than the period of
the motion of the fin, there are generally two CCW vortices within
the lower half of the cavity at a given instant. These two CCW
vortices can be found at different stages of their lifetime. The
cycle-to-cycle changes of the flow field of the other nine cases
studied were not as varied as the case detailed above. The flow
field variations for these cases were generally localized in regions
of the order of a quarter of the cavity.

Transient Evolution of the Temperature Fields. Figure 4
shows the transient evolution of the temperature fields for the
Re51000 and TR510 case during the eleventh cycle. The tem-
perature distribution in the lower half of the cavity depends on the
cyclic creation and movement of the CCW rotating vortex that is
formed near the oscillating fin and the right wall within the third
quarter of the cycle. Since both the fin and the right wall are cold,
the temperature within the CCW rotating vortex is also low. But
during the lateral movement of the vortex, the CCW vortex is in
contact with the CW rotating primary vortex above it and absorbs
heat from it. As a result, the temperature in the CCW rotating
vortex increases while moving from the right wall to the left wall.
When it impinges on the left wall, the local temperature gradient
is steepened markedly.

The temperature distribution within the upper half varies peri-
odically because of the heat exchange between the CW rotating
primary vortex and the CCW rotating vortex. Within the first quar

Fig. 3 Transient evolution of the flow field „ReÄ1000, TRÄ10… during the „a… first, „b… second and „c… fifth cycles

Fig. 4 Transient evolution of the temperature field „ReÄ1000,
TRÄ10… during the eleventh cycle „contour level increment of
0.05…
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ter, one CCW rotating vortex near the left wall vanishes, however
the other CCW rotating vortex is following its lateral motion.
During the first quarter, the contact area between the CCW rotat-
ing vortex and the primary CW vortex is relatively small and the
heat absorbed from the top moving wall accumulates mainly
within the primary CW vortex. As a result, the temperature within
the primary CW vortex increases within the second quarter. As the
CCW rotating vortex moves from the right wall to the left wall
within the second and third quarters, it is in contact with the
primary vortex and absorbs heat from it, thus giving rise to the
decrease of the temperature in the zone covered by the primary
vortex.

Transient Evolution of the Mean Nusselt Number on Four
Walls. Figures 5, 6, and 7 show the transient evolution of the
instantaneous mean Nusselt number on four walls for Re5100
and TR510, 1 and 0.1, respectively. The definitions of the instan-
taneous mean Nusselt numbers on the walls are given as integrals
of the instantaneous local Nusselt numbers, i.e.:

Nui~ t* !5E
0

1

Nui~s,t* !ds, (11)

with the subscripti denotingb, l , r or t and variables beingX or
Y. As TR increases, one can observe that the oscillations of the
mean Nusselt numbers on four walls are easily recognizable. This
is due to the long period of oscillation in relation to the convective
time scale. In other words, as the fin oscillates slowly, convection
has enough time to transmit the oscillation of the fin to every point
within the cavity. For the case of TR510 that corresponds to the
slowest oscillation of the fin considered, the maximum and mini-
mum values of the mean Nusselt number on each wall match very
closely to the steady-state values for fins with length 0.05 and
0.15, respectively@4,12#. As the fin oscillates faster, the time for
the fluid to travel from one side to another side is greater than the
period of the fin’s oscillation. This brings about the confinement
of the fin’s oscillation within the area near the fin.

The mean Nusselt number on the top wall reaches a periodic
state within several cycles when TR>1. This implies that with
slow oscillation, the periodic thermal state is readily achieved. For
TR,1, it takes more cycles to reach a periodic state. After com-

paring the variation ofNut in Figs. 5–7, one can conclude that
there is a minimum value forNut during the transient process. It
takes more cycles to reach the minimum when TR is small. How-
ever, if we calculate the dimensionless timet* , it is observed that
the minimum was reached almost at the same time, that ist*
55. The value of the minimum ofNut is lowered as TR decreases.
This is because theequivalentlength of an oscillating fin increases
as it oscillates faster. The equivalent length can be defined as the
length of a fixed fin for a system under steady-state condition that
has the same mean Nusselt number of a system with an oscillating

Fig. 5 Transient response of the mean Nusselt numbers on
four walls: „a… Nut , „b… Nur , „c… Nul and „d… Nub for ReÄ100 and
TRÄ10

Fig. 6 Transient response of the mean Nusselt numbers on
four walls: „a… Nut , „b… Nur , „c… Nul and „d… Nub for ReÄ100 and
TRÄ1

Fig. 7 Transient response of the mean Nusselt numbers on
four walls: „a… Nut , „b… Nur , „c… Nul and „d… Nub for ReÄ100 and
TRÄ0.1
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fin when t→`. The mean value of the fluctuations ofNut de-
creases as TR decreases. This is also because the equivalent length
of an oscillating fin increases as it oscillates faster. The amplitude
of the fluctuations ofNut diminishes as TR decreases. The oscil-
lations are completely damped when TR50.1.

As for the variation of the mean Nusselt number on the right
wall, since the fin is attached to the middle of the right wall, it is
heavily affected by the oscillation of the fin. For all the cases
studied,Nur reaches a periodic state after a period of time. Similar
to Nut , the mean value and amplitude of the fluctuations ofNur
decrease as the fin oscillates faster.

In regard to the transient evolution of the mean Nusselt number
on the left and bottom walls, they attain a steady state for TR
50.1 ~fast oscillation!and reach a periodic state for the other
cases we studied. There exists a maximum during the transient
process andNub reaches its maximum earlier thanNul . Similar to
Nut , the dimensionless timet* for both Nul and Nub to reach
their respective maxima is independent of the frequency of the
fin’s oscillation.Nul andNub reach their maxima att* 53.5 and
1.5, respectively. One can see that the time forNul , Nut andNub
to reach their maximum or minimum is dependent on the distance
between the oscillating fin and the respective wall and the direc-
tion of the primary CW vortex. Since the primary vortex is rotat-
ing in the clockwise direction, the bottom wall is on the down-
stream end. It takes a short time for the bottom wall to be affected
by the fin. Since the top wall is on the upstream end, it takes a
longer time for the top wall to be affected by the fin. The ampli-
tude of the fluctuations ofNul and Nub decreases with the de-
creasing of TR. As TR decreases, the mean value of the fluctua-
tion of Nub decreases, whereas it increases forNul . This is
because the fin is attached at the middle of the right wall. There-
fore, based on steady-state results@4,12#, this will improve the
heat transfer on the left wall.

Figures 8 and 9 show the transient evolution of the instanta-
neous mean Nusselt number on four walls for Re51000 and TR
510 and 0.1, respectively. After comparing the corresponding
cases for Re5100 and 1000, one can see thatNut , Nul andNub
reach periodic states for TR.1 and steady state for TR<1. This
implies that the ratio of the period of the oscillation to the con-

vection time scale plays a very important role in this system. The
amplitude of the oscillation ofNut , Nul andNub decreases faster
with a decrease of TR for cases with Re51000 compared to Re
5100. This indicates that the oscillation of the fin has less effect
on the heat transfer on the left, top and bottom walls when the
Reynolds number is greater. This is because the primary vortex is
stronger when the Reynolds number is greater. This makes the
fluctuation from the oscillating fin harder to diffuse to the area far
from the fin. As forNur , it reaches a periodic state after a period
of time for all the cases we studied.

Fig. 8 Transient response of the mean Nusselt numbers on
four walls: „a… Nut , „b… Nur , „c… Nul and „d… Nub for ReÄ1000
and TRÄ 10

Fig. 9 Transient response of the mean Nusselt numbers on
four walls: „a… Nut , „b… Nur , „c… Nul and „d… Nub for ReÄ1000
and TRÄ 0.1

Fig. 10 Variations of the steady-state and time-averaged mean
Nusselt numbers on the four walls for Re Ä1000
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The dependence of the time-averaged mean Nusselt numbers
(Numean) on the four walls for Re51000 are shown in Fig. 10 as
a function of TR. The steady-state mean Nusselt numbers on those
walls for the cases with no fin and fins with length of 5, 10 and 15
percent of the side are also shown, indicating enhanced heat trans-
fer on the left wall and diminished heat transfer on the remaining
three walls@4#. As for the influence of TR on the time-averaged
mean Nusselt number, the general trend of the rise of the equiva-
lent fin length for faster oscillations~TR decreasing!is clearly
observed. Attainment of minima values for the mean Nusselt num-
ber on different walls suggest a resonance for the system for the
range of TR from 0.5 to 1.

Based on the foregoing discussions, the mean Nusselt numbers
on the four walls reach their periodic state when Re5100, 1000
and TR510. The phase lag between the fin’s oscillation and the
mean Nusselt number should be studied for these two cases of
slow oscillation in order to see how the oscillation of fin affects
the mean Nusselt number on the four walls. The phase lag angleb
is defined as

b5
t12t2

t
•2p, (12)

wheret1 and t2 are the times when the fin’s length and the mean
Nusselt number reach their maximum values, respectively. The
phase lag for the mean Nusselt number on the four walls for the
cases with Re5100, 1000 and TR510 that is computed during the
tenth cycle is summarized in Table 2. In general, the phase lag
angleb increases as the distance between the fin and the respec-
tive wall increases. This is because the fin is attached at the
middle of the right wall and the primary vortex is rotating clock-
wise. The oscillations reach the bottom wall first and reach the top
half of the right wall last. But the variation ofb for Nut when
Re51000 and TR510 cannot be explained by this reasoning. This
may be because the heat transfer on the fin is enhanced as the
Reynolds number increases. The fin can absorb more heat as the
fin’s length gets longer and the system needs more heat from the
top wall since it is the only hot wall for the system. This increases
the Nusselt number at the top wall and decreases the phase lag
angleb for Nut .

Conclusions

1. The number of the cycles needed to reach the periodic state
for the flow (Nf) and thermal (Nt) fields increases as the TR
decreases for both Re numbers. The thermal field attains the pe-
riodic state later than the velocity field. The difference betweenNf
andNt increases as TR decreases.

2. The key feature of the transient evolution of the fluid flow
for the case with Re51000 and TR510 is the creation, lateral

motion and subsequent wall impingement of a CCW rotating vor-
tex within the lower half of the cavity. The lifetime of this CCW
rotating vortex is about one and a half period of the fin’s oscilla-
tion. This CCW rotating vortex brings about marked changes to
the temperature field within a cycle.

3. The dimensionless time forNul , Nut , and Nub to reach
their maximum or minimum is independent of the frequency of
the fin’s oscillation and dependent on the distance between the
oscillating fin and the respective wall, and the direction of the
primary CW rotating vortex.

4. The phase lag angle between the oscillation of the fin and
the mean Nusselt number on the four walls increases as the dis-
tance between the fin and the respective wall increases.

Nomenclature

l p 5 length of the fin, m
Nu 5 average or mean Nusselt number, defined by Eq.~11!
Tc 5 temperature of the left, bottom and right walls, K
Th 5 temperature of the moving lid, K

U lid 5 velocity of the moving lid, m/s

Greek Symbols

u 5 dimensionless temperature, i.e. (T2Tc)/(Th2Tc)

Subscripts

b, l , r , t 5 related to the bottom, left, right and top walls
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Table 2 Phase lag for the mean Nusselt number on the four
walls „ReÄ100, 1000 with TR Ä10 and 10Ï t ÕtÏ11…

Phase Lag,b ~degrees!

Left wall Bottom wall Right wall Top wall
Re5100 90 10.8 212.4 291.6
Re51000 144 61.2 237.6 111.6
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Temperature Measurement by
Visible Pyrometry: Orthogonal
Cutting Application
The working processes of metallic materials at high strain rate like forging, stamping and
machining often induce high temperatures that are difficult to quantify precisely. In this
work we, developed a high-speed broad band visible pyrometer using an intensified CCD
camera (spectral range: 0.4mm–0.9 mm). The advantage of the visible pyrometry tech-
nique is to limit the temperature error due to the uncertainties on the emissivity value and
to have a good spatial resolution (3.6mm) and a large observation area. This pyrometer
was validated in the case of high speed machining and more precisely in the orthogonal
cutting of a low carbon steel XC18. The cutting speed varies between 22 ms21 and 60
ms21. The experimental device allows one to visualize the evolution of the temperature
field in the chip according to the cutting speed. The maximum temperature in the chip can
reach 730°C and minimal temperature which can be detected is around 550°C.
@DOI: 10.1115/1.1833361#

1 Introduction
To understand and model more precisely the transformation

processes of metallic materials like forging, stamping and machin-
ing, it is necessary to take into account a majority of the various
phenomena or parameters occurring during these processes. In
most cases, they generate friction and high plastic deformations
which dissipate a major part of the mechanical energy into heat.

Temperature is one of the most significant parameters, particu-
larly in high speed processes. One can assume that the thermal
phenomena are adiabatic because the heat has not enough time to
spread in the material. The temperature rises can be significant
and completely modify the manufacturing process. For example
the behavior law of materials and the friction coefficient strongly
depend on the temperature. To validate the analytical and numeri-
cal models, it is necessary to determine the temperature in experi-
ments.

An application, in which the temperature plays an essential
role, is machining and more particularly high speed machining
@1,2#. Hasting et al.@3# analyze the cutting process from a theory
in which the properties of the work piece material depend on the
temperature and the strain-rate. Indeed, this manufacturing pro-
cess generates great strain located mainly in the primary deforma-
tion zone and an intense friction on tool-chip interface@4,5#. The
temperature in the chip can reach 800–900°C@6#. The optimiza-
tion of the cutting conditions, as well as the tools damage, de-
pends mainly on the maximum temperature reached. Indeed an
increase in the temperature on the tool–chip interface reduces the
friction coefficient and thus the cutting pressures, but it affects the
tool life @7# and it can also generate a modification of the work-
piece material characteristics. The objective of this study is to
develop an experimental device to measure the temperature which
can be used for transformation processes of metallic materials and
validate it for high speed orthogonal cutting. For this purpose, we
chose to design and realize a fast pyrometer.

The radiation emitted by the surface of a material depends on
its temperature and the wavelength~Planck law@8#! and is also
proportional to a factor called emissivity which is a surface char-
acteristic. The dependence of this radiation with the temperature is
the principle of pyrometry. Compared with conventional tempera-
ture sensors such as thermocouples, this measurement technique

has the advantage of being nonintrusive and having a very short
response time@9#. It also allows to visualize temperature cartog-
raphies. However, the pyrometry presents difficulties related to
uncertainty on the surface emissivity. Although measurement
techniques eliminating the emissivity have been developed
@10,11#, they are not easily usable for our study.

The design of a pyrometer consists in choosing a spectral range,
which is linked to the measured temperature and the spectral sen-
sitivity of the selected detector. If the spectral bandwidth is re-
duced to a few tens of nanometers~limited by an interference
filter for instance!we consider that the pyrometry is monochro-
matic @6#. On the contrary if the bandwidth is broad, we will use
the polychromatic pyrometry technique@12#.

The spectral band associated with the thermal radiation is com-
monly limited to wavelengths ranging between 0.1mm and 100
mm. In this range, the behavior of electromagnetic waves strongly
depends on their wavelength. This spectral band is divided into
several regions: ultraviolet ray, visible, near infrared, mid-
infrared, and far infrared~Fig. 1!. By taking account of the atmo-
sphere absorption, the visible and near infrared fields are cutting
out in three observation spectral bands~band I: 0.5–2mm; band
II: 3–5 mm; band III: 8–12mm!. Detectors are used to measure
the power radiated by a surface. Their operation principle can be
very different but we can distinguish two principal families: ther-
mal detectors and quantum detectors.

1.1 Thermal Detectors. In the case of the thermal detec-
tors, incident radiation causes an increase in temperature of the
detector surface. The measurement of this temperature variation
allows one to quantify the received energy. This type of detector
has a constant spectral sensitivity in relatively broad spectral
bands. However its principal drawback is the relatively long re-
sponse time~approximately 1023 s).

1.2 Quantum Detectors. The quantum detectors are made
of materials which absorb incident radiation by producing free or
semi free charge carriers~photovoltaic or photoconductor detec-
tor! or by ejecting an electron by photo emission~photoemissive
detector!. The principal semiconductors used in the photovoltaic
and photoconductive detectors are silicon~Si!, germanium~Ge!,
the indium antimonide~InSb! and the mercury cadmium telluride
~HgCdTe also noted MCT! ~Table I!. The photovoltaic detectors
are generally more sensitive and faster than the photoconductors.
To obtain a better detectivity, these detectors are often cooled at
the liquid nitrogen temperature~77 K!.
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The photoemissive detectors are composed of a photocathode
placed in a vacuum. When this photocathode is struck by an inci-
dent photon it causes the expulsion of an electron in vacuum. The
released electron is then accelerated towards the anode and con-
tributes to create a current. This type of detector is rather sensitive
to short wavelengths~ultraviolet, visible, and near infrared!, be-
cause the energy of the incident photon must be sufficient to eject
the electron. The materials used to carry out the photocathode and
their spectral sensitivity are given in Table I. In a photomultiplier,
the signal can also be amplified by a succession of dynodes~po-
larized electrodes!allowing starting from an emitted electron, to
release several from them. On the same principle, an intensified
charge-coupled-device~CCD! camera consists of a slightly glass
substrate with millions of parallel traversing channels of few ten
micrometers of diameter containing a secondary electron emitter.
Electrons generated by the photocathode are driven through the
channels by a constant field from a high voltage applied to the
microchannel plate. An electron passing through strikes the walls,
causing the formation of more electrons. A single entering elec-
tron can produce several thousands of electrons that finally exit
from the plate.

Pyrometry techniques are often used for the study of the dy-
namic behavior of materials: Ravichandran et al. use a matrix of
838 HgCdTe Infrared detectors@13# to measure the field of tem-
perature in an adiabatic shear band~between 30°C and 100°C!
@14# or at the head of the crack@15#. The spatial resolution of their
device is about one hundred micrometers with a response time of
about a microsecond. In a previous study, we measured the maxi-
mum temperature reached in adiabatic shear bands in the visible
range using a monochromatic pyrometer at 0.634mm @16#. With
this technique, it is possible to obtain only one thermography with
an aperture time of 6ms and a spatial resolution of 5mm.

Many authors were interested in the temperature measurements
during high speed machining@6#. More recently we have deter-
mined the temperature field in the cutting zone during an orthogo-
nal high speed machining operation of 42CD4 steel@6#. We used

a monochromatic pyrometer with an interference filter at 0.8mm
to study the influence of the cutting speed and the chip thickness
on the temperature profile.

In this article, we develop a broad band visible pyrometer par-
ticularly adapted with high speed machining of low carbon steel
XC18. This steel forms a continuous chip and the temperature is
about 500°C~lower than for the 42CD4 steel!. A broad band py-
rometer allows one to detect lower temperature than a monochro-
matic pyrometer. After some remarks on the solid radiation in Sec.
2, we will justify our choices in the design of the broadband
pyrometer. The thermographies obtained in this work and in par-
ticular the influence of the cutting speed on the temperature field
are presented in Sec. 4. The measurement errors due to emissivity
values are also discussed.

2 Pyrometry Technique

2.1 Radiation of Solids. The intensity is the power radiated
in a directiond by a unit surface in a solid angle of one steradian.
The radiationdP emitted by a surfacedS with a normaln in a
solid angledV of directiond is related to the intensityI:

dP5I ~d!d"ndVdS (1)

The intensity depends on the radiation wavelength. We can also
define the spectral intensity notedI l by the following relation:

I l5
]I

]l
(2)

A blackbody absorbs completely any incident radiation, whatever
its wavelength. The spectral intensity of a blackbody notedI l

0 at
the temperatureT is given by Planck’s law@17#:

I l
0~l,T!5

C1l25

expS C2

lTD21

(3)

With C152hc2 andC25hc/k the first and second radiation con-
stants, k51.380 662.10223 J K21 the Boltzman constant,h
56.626 176.10234 J s the Planck constant and c
52.998.108 ms21 the light celerity in vacuum.

Generally for the short wavelengths (lT!C2
514,388mm K), we use the Wien approximation:

expS C2

lTD@1 (4)

With this approximation, the Planck law becomes then

I l
0~l,T!5

C1l25

expS C2

lTD (5)

For a given temperature, the spectral intensity of the blackbody
shows a maximum for a wavelengthlmax ~Fig. 2!. This wave-
length is given by the Wien law:

lmax5
C2

5

1

T
(6)

For a temperature of 700°C this maximum is in the near infrared
band at a wavelength of 2.96mm. When the temperature de-
creases this maximum of intensity is shifted towards the big wave-
lengths~infrared range!.

Another significant quantity is the radiance sensitivity to the
temperature variations. This sensitivity is characterized by the ra-
tio (1/Il

0)(]I l
0/]T). For a blackbody we have:

Fig. 1 Thermal radiation spectrum

Table 1 Principal photosensitive materials

Photosensitive
material

Range of
sensibility Sensor type

Si 0.4mm–1.1mm Photovoltaic
InSb 1mm–5.5mm Photovoltaic
HgCdTe 2mm–14mm Photovoltaic

Photoconductor
PbS 1.3mm–3 mm Photoconductor
Bialkali coating
~Sb–Rb–Cs;Sb–K–Cs!

0.15mm–0.65mm Photoemissive

Multialkali coating
S20
~Na–K–Sb–Cs!

0.15mm–0.85mm Photoemissive

AsGa ~GEN III! 0.3 mm–0.9mm Photoemissive
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1

I l
0

]I l
0

]T
5

C2

lT2

expS C2

lTD
expS C2

lTD21

(7)

This sensitivity is represented in Fig. 3 for the temperatures of
400°C, 800°C, and 1200°C according to the wavelength. We can
observe that this sensitivity becomes very high for the short wave-
lengths~ultraviolet field!.

The behavior of a real surface is different from a blackbody’s.
We can express its intensity as

I l~l,T!5«l~l,T!I l
0~l,T!

with «l~l,T! the spectral emissivity (8)

The emissivity characterizes the radiation of a real surface com-
pared to the radiation of a blackbody at the same temperature and
placed under the same conditions. This factor always lies between
0 and 1~the case«51 corresponds to the blackbody!. Moreover,
the surface emissivity depends on the material@18–22#; the sur-
face roughness@21–23#; the physical state of material~solid or

liquid! @19,21,24#; the surface temperature@19–21#; the direction
for emission@22,23,25#; the wavelength@18,20,21#.

2.2 Principle of Pyrometry. The measurement technique
by pyrometry is achieved through measuring the power radiated
by a surface using a detector in order to deduce its temperature. If
we make the assumption that the surface behaves like a black-
body, we can determine a radiance temperature (Tl) also called
the blackbody equivalent temperature. This radiance temperature
is always lower or equal to the real temperature of the surface. If
we need to know the real temperature, it is necessary to determine
the surface emissivity.

In this article, we try to minimize the difference between the
real temperature and radiance temperature. Indeed, Fig. 3 shows
that the shorter the wavelength is, the higher the sensitivity to
variations in temperature is, and the weaker the error between the
real temperature and the radiance temperature will be. The advan-
tage of this technique is that the dependence of temperature on
emissivity is greatly reduced.

3 Experimental Device

3.1 Choice of the Detector and the Optical Device. The
choice of the wavelength of the pyrometer is a compromise be-
tween a maximum sensitivity and a sufficient level of radiated
power which can be detected. For this study, we chose an inten-
sified camera whose spectral band is located in the visible~0.4mm
to 0.9mm!. Figure 4 represents the quantum efficiencyh~l! of the
camera according to the wavelength which is given by the manu-
facturer. In order to collect the maximum of the radiated power,
the entire spectral band of the camera was used. The aperture time
can vary between 5 ns and a few milliseconds. We carried out
only one image during an orthogonal cutting test because the re-
fresh time of the CCD is much larger than the machining duration.

To focus the maximum of energy, we use an objective with a 50
mm focal length. This optical device enables one to obtain a very
good resolution: a pixel corresponds to approximately 3.6mm and
the surface observed is a square of 3.733.7 mm.

3.2 Temperature Determination: Calibration Curves
The pyrometer is calibrated on a blackbody for temperatures be-
tween 500°C and 900°C. Three aperture times of 150ms, 200ms,
and 600ms were selected. They correspond to the durations of
complete machining of the specimen for speeds of 60 ms21, 38
ms21, and 22 ms21. Figure 5~a!represents the measured level of a
pixel Si for different blackbody temperatures and for each aper-
ture time. The blackbody temperature varies between 500°C and

Fig. 2 Blackbody spectral intensity for the temperatures of
400°C, 800°C, and 1200°C

Fig. 3 Radiance sensitivity to the temperature variations for
the temperatures of 400°C, 800°C, and 1200°C

Fig. 4 Quantum efficiency of the intensified camera
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900°C with an increment of 50°C. In Fig. 5~b!, we draw the level
of pixel versus the power received by the detectorE(T):

E~T!5E
0

`

h~l!I l
0~l,T!dl (9)

We can consider that the relation between Si andE(T) is linear.
Then we have:

Si5Si01k•E~T! (10)

Si0 andk are two calibration constants, which depend on the cam-
era, the optical device and the acquisition chain. To identify them
simply, we represent the evolution of Si according toE(T) and we
determine the parameters Si0 and k by a linear regression. Also,
the evolution of the pixel level is also traced according to the
temperature for each aperture time in Fig. 5~a!.

3.3 A Technical Application: A High Speed Machining.
To validate the pyrometer presented above, we performed an ap-
plication to the measurement of the temperature field during a
high speed machining process. The mechanical device of machin-
ing was developed by Sutter et al.@26#, to investigate high cutting
speed allowing to reach 100 m/s and perfectly reproduces or-
thogonal cutting conditions. This device reduces the problems ob-
served in the conventional machine tools~for example the maxi-
mum cutting speed, parasite vibrations!. Dry cutting conditions
are chosen according to the future orientation in machining. The
great accessibility for photographic recordings allows an easy ad-
aptation of the device for optical temperature measurement.
Vernaza-Pena et al.@27# also observed experimentally the tem-
perature distribution during orthogonal cutting of an aluminum
alloy with HgCdTe infrared detectors.

The parallelepipedal specimen is placed on a projectile and is
cut out by two fixed tools~Fig. 6!. The two tools are symmetri-
cally positioned to balance the force during machining and to
ensure a constant depth of cut. The projectile is animated with a
translatory motion in the launch tube by the relaxation of com-
pressed air. The launch tube ensures a precise guiding of the pro-
jectile and the specimen. At the end of the launch tube, the speci-

men is machined by the tools. A second tube, called a receiving
tube, supports the tools and drives the projectile towards a shock
absorber after machining.

A wide range of cutting speed is possible with this device~from
10 to 100 ms21!. The speed is measured by photodiodes and a
time counter. All tests are carried out using carbide tools without
a chip-breaker. The rake angle,a, can vary with slope of the tool
but all the tests presented here were made witha50 deg. To
neglect the wear effects, the tools are changed for each shot. Be-
fore and after each test, the length of the specimen is measured to
determine the chip thicknesst1 . This value is confirmed by the
photographic recordings which allow a measurement oft1 during
the chip formation@Figs. 7~a!and 7~b!#.

4 Results and Discussion

4.1 Presentation of Thermographies. The aperture time of
the camera is slightly lower than the duration of specimen ma-
chining. The difference between the aperture time and the machin-
ing duration are 146ms, 63 ms, and 16ms, respectively for the
speed of 22 ms21, 38 ms21, and 60 ms21. During this aperture
time, the temperature field in chip is supposed to be stationary.
After analysis of the images recorded for the different cutting
speeds and also taking into account the corresponding calibration
curves, we obtain the thermographies presented in Fig. 8. The
effect of the cutting speed on the maximum temperature level in
the chip can also be studied. We observe an increase in the maxi-
mum of temperature with the cutting speed. This increase in tem-
perature is more significant for low speed than for high speeds.
Between 22 ms21 and 38 ms21, there is an increment of 80°C,
whereas between 38 ms21 and 60 ms21 we have an increment of
only 15°C. A similar tendency was already observed for another
steel@6# and other cutting conditions like oblique turning process
with a localized temperature measurement at the tool–chip inter-
face @28#.

One of the advantages of this device is to record the chip for-
mation without changing the camera and the visualization zone.
The chip is enlightened with a flash and the camera is opened

Fig. 5 Calibration curves. „a… Representation according to the temperature. „b… Representation accord-
ing to the power

Fig. 6 Mechanical device of orthogonal cutting
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during approximately one microsecond. We performed the images
presented in Figs. 7~a!and 7~b!. We can notice that the chip re-
mains continuous and does not segment. We showed that the field
of temperature in the zone of machining can be regarded as sta-
tionary during machining@6#. Therefore we can consider that the
temperature in the chip remains constant during the aperture time.

4.2 Error Measurement on T. As we said previously, the
approximation between the real temperature and the radiance tem-
perature introduces errors related to the emissivity. During ma-
chining, this factor varies because it depends on the temperature
and the roughness of the surface of specimen. During the plastic
deformation, there is an increase in the surface roughness and
therefore in the emissivity.

At first, to estimate these errors, we make the assumption that
for the weak variations of roughness and measured temperature
~between 600°C and 700°C!, the emissivity varies little. We can
determine the surface radiance temperatureTl with the relation
~10! according to the signal Si:

Tl5E21S Si2Si0

k D (11)

The inverse functionE21 will be calculated numerically.
The real surface temperature can be expressed according to the

detector signal and the emissivity:

Si5Si01k•E8~T! with E8~T!5E
0

`

h~l!«l~l,T!I l
0~l,T!dl

(12)

If we consider that the emissivity is constant in the spectral band
of the camera~0.4 mm–0.9mm!, we obtain

Si5Si01k«l•E~T! (13)

We can express the error as:

DT5T2Tl5E21S Si2Si0

k«l
D2E21S Si2Si0

k D (14)

The quantification of the error consists of estimating the value of
the emissivity, either using bibliographical data@29#, or by a direct
measurement during a static test in a vacuum chamber. The
knowledge of the emissivity values allows us to limit its evolution
range.

The relative error between the real temperature and the radiance
temperature is represented in Fig. 9 versus emissivity at a tem-
perature of 800°C for infrared and visible domains. In the visible
spectral band, the order of magnitude of emissivity is 0.4@29#. It
increases with the roughness and the temperature. The maximum
relative error is then 5.3%. A variation of 10% of the emissivity
causes a relative error of 0.5% on temperature.

In the case of monochromatic infrared pyrometry at 2.96mm
wavelength and with a band width of 10 nm, the order of magni-
tude of emissivity is generally lower than in the visible and the
uncertainty on the temperature is around 21% for an emissivity of
0.3. A variation of 10% of the emissivity causes a relative error of
1.3% on temperature. These error values are indeed higher in
infrared than in the visible. The relative error on temperature is
represented in Fig. 10 versus temperature for an emissivity value
of 0.4 in the visible domain~0.4 mm–0.8 mm! and 0.3 in the
infrared domain~2.96mm–2.00mm!.

5 Conclusion
The working processes of metallic materials at high strain rate

often induce high temperatures that it is necessary to quantify
precisely. The knowledge of these temperatures is an invaluable
help to understand the mechanisms which take place during the
industrial process. In this article, we developed a high-speed

Fig. 7 Photographic recording of chip formation during the
process of orthogonal cutting. „a… t 1Ä0.49 mm, VcÄ17 msÀ1,
aÄ0 deg; „b… t 1Ä0.54 mm, VcÄ60 msÀ1, aÄ0 deg

Fig. 8 Chip thermography for different cutting speeds

Fig. 9 Error on the temperature measurement according to the
emissivity at a temperature of 800°C
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broad band pyrometer. Its visible spectral range is particularly
adapted to the temperature range of this type of process. The
spectral band between 0.4mm and 0.9mm was chosen in order to
obtain a maximum sensitivity and a sufficient radiated power
which can be detected. The choice of a maximum sensitivity and
thus a smallest possible wavelength allows one to limit the error
due to the emissivity.

Another advantage of the visible pyrometer is to have a good
spatial resolution~3.6mm!. The broad band pyrometry allows one
to measure lower temperature than monochromatic pyrometry at
0.8mm wavelength and to keep the same sensitivity. In Fig. 10 the
temperature errors for broad band and monochromatic pyrometry
are equal.

This pyrometer was validated in the case of high speed machin-
ing and more precisely in orthogonal cutting. This experimental
device allows one to visualize the evolution of the temperature
field in the chip according to the cutting speed.
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Application of the Conservation
Element and Solution Element
Method in Numerical Modeling of
Three-Dimensional Heat
Conduction With Melting and/or
Freezing
The conservation element and solution element (CE/SE) method, an accurate and efficient
explicit numerical method for resolving moving discontinuities in fluid mechanics prob-
lems, is used to solve three-dimensional phase-change problems. Several isothermal
phase-change cases are studied and comparisons are made to existing analytical solu-
tions. The CE/SE method is found to be accurate, robust, and efficient for the numerical
modeling of phase-change problems.@DOI: 10.1115/1.1795235#

Introduction
The range of scientific and industrial applications of heat flow

with solid-liquid phase change is so broad that, in many fields,
one has little difficulty finding a phase-change process. Migration
and solidification of magma in geology, planet’s core solidifica-
tion in astrophysics, global weather modeling, formation of ice on
the oceans as well as on aircraft surfaces, casting and welding of
metals, water purification through freezing, usage of latent heat-
storage systems in temperature control, ablation of bodies during
reentry, destroying cancer cells in cryosurgery, melting of electri-
cal fuses, and preserving food through deep freezing are some
examples of phase-change-related phenomena and industries
@1,2#. Because of its importance, then, accurate and robust meth-
ods of modeling phase-change problems are of great interest.

The challenge one is faced with, in modeling phase-change
processes, lies in the determination of the unknown location of the
phase interface. This geometric nonlinearity@3# leads to classifi-
cation of the phase-change problems, along with similar problems
in molecular diffusion, friction and lubrication, inviscid flow, etc.,
in the category of moving~free! boundary problems. Overviews
of such problems may be found in@4–6#.

There exist two principal approaches for modeling phase-
change problems: 1!Phase front fitting in which explicit tracking
of the phase-change boundary is followed by using moving grid
schemes. One example of these methods is the method introduced
in @7#, which is based on using set spatial steps while the time step
floats. Another example is the isotherm migration method@6#,
which is based on using a set time step with two distinct and
time-varying space steps for the two phases. A survey of front-
tracking methods appears in@6#. The phase front fitting methods,
however, often require complicated starting solutions@8# and are
inapplicable for materials that change phase over a temperature
interval rather than at a single specified temperature. Moreover,
these methods are difficult to extend to multidimensional prob-
lems. 2!Phase front capturing methods, which automatically de-
termine the location of the phase front as part of the solution of
the problem. These methods offer a more suitable approach for
modeling a general phase-change problem. The most prominent of

the phase capture schemes is the enthalpy method, which is based
on the method of weak solutions@9,10#and, by incorporating the
latent heat of fusion in the formulation, provides the location of
the liquid/solid interface as an integral part of the solution@11#.
Numerical application of these methods, however, produces better
results when the phase change occurs within a temperature range.
For situations where the phase change occurs at a single tempera-
ture, the phase front is a moving discontinuity. Consequently, all
of these methods need regularization and special adjustments in
order to achieve convergence and stability of the numerical solu-
tion @12# and to avoid oscillations in the location of the interface.

The method of space-time conservation element and solution
element~CE/SE!was developed by Chang@13–15# at the NASA
Glenn Research Center in order to solve the conservation laws.
Since its inception, the method has been found capable of accu-
rately resolving shock waves and contact discontinuities without
introducing numerical oscillations@16#. The CE/SE method has
been used to obtain highly accurate numerical solutions for solv-
ing two-dimensional and axisymmetric inviscid flows@17,18#,
quasi-one-dimensional inviscid flows@19#, and two- and three-
dimensional viscous flows@20,21#. In particular, problems involv-
ing shock waves, rarefaction waves, acoustic waves, vortices,
ZND detonation waves, shock/acoustic wave/vortex interactions,
a dam-break, and a hydraulic jump@22# have been investigated
using the method. A mathematical discussion on the convergence
and error bound analysis of the CE/SE method applied to a one-
dimensional, time-dependent, convection-diffusion equation is
given in @23#. It has been shown that the CE/SE method is genu-
inely robust, i.e., unlike many other shock capturing schemes, the
accuracy of the CE/SE results is achieved without resorting to
special treatment for each individual case@24#.

This new framework for solving conservation laws differs sub-
stantially in both concept and methodology from the traditional
methods, i.e., finite difference, finite volume, finite element, and
spectral methods. Among the above methods, finite difference,
finite element, and spectral methods are designed to solve the
differential form of the conservation laws. The differential forms
are obtained from the integral forms with the assumption that the
physical solution is smooth. This assumption becomes a difficulty
in the presence of discontinuities. Thus, a method designed to
obtain a numerical solution to the differential form without en-
forcing flux conservation has a fundamental disadvantage in mod-
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eling discontinuities@25#. Advantages of the CE/SE method com-
pared to traditional methods are discussed in detail in@25#.

The CE/SE method is developed on the basis of local and glo-
bal flux conservation in a space-time domain in which space and
time are treated in a unified manner@26#. This method is designed
to enforce flux conservation in space and time, both locally and
globally. This feature is the key to the CE/SE method’s capability
to accurately capture discontinuities. Among the traditional meth-
ods, the finite volume method is designed to enforce flux conser-
vation. However, this method requires flux evaluation on the in-
terface of neighboring cells, which is accomplished using
interpolation or extrapolation and generally requires an ad hoc
choice of a special flux model among many existing models. In
the CE/SE method, flux conservation is achieved without com-
plexity, since flux evaluation is an integral part of the solution
procedure. Among finite element methods, discontinuous Galerkin
~DG! methods@27–29# are also known to be able to resolve dis-
continuities without spurious oscillations. The CE/SE method
used here is explicit, and therefore, it is computationally efficient.
Moreover, it is conceptually simple, easy to implement, and ex-
tendable to higher dimensions. Despite its second-order accuracy,
this method possesses low dispersion and dissipation errors. These
distinguishing features of this newly designed method suggest it
would be a good alternative for numerical simulation of isother-
mal phase change problems. The application of the present
method, however, is not limited to isothermal phase change cases.
The present scheme can readily be applied to cases where the
change of phase occurs over a temperature range.

The CE/SE method was applied by the authors to two-
dimensional@30# and axisymmetric@31# phase-change problems
and was found to be effective and accurate for these applications.
The method is now extended to numerically model three-
dimensional heat conduction problems with solid/liquid phase
change.

In this paper, the problem formulation using the enthalpy
method is briefly presented and then the CE/SE method is de-
scribed for numerical simulation of phase change problems using
unstructured meshing, which is selected because of its flexibility
for handling complex geometries. To provide a clear geometric
description of the four-dimensional space time involved in cases
with three spatial dimensions, an analogy with the two-
dimensional formulation is most helpful. Therefore, both two- and
three-dimensional formulations are presented. Several cases are
studied to validate the numerical results. The error behavior of the
scheme and its accuracy are also studied numerically for different
time steps and different grid sizes.

Governing Equation, Enthalpy Method
The enthalpy method is used for modeling heat conduction with

phase-change phenomenon. This method gives the solid-liquid in-
terface as a part of the solution without explicit tracking. The
governing equation, i.e., the conservation of energy, with the as-
sumption of constant thermophysical properties within each phase
is the Fourier-Biot equation that for a three-dimensional Cartesian
coordinate system with no energy generation is written as

rc
]T

]t
5

]

]x S k
]T

]x D1
]

]y S k
]T

]y D1
]

]z S k
]T

]zD (1)

whereT is the absolute temperature,t denotes time, andc, k, and
r are specific heat, thermal conductivity, and density of the mate-
rial, respectively. The left-hand side of Eq.~1! is related to the
change of enthalpy. The specific enthalpy may be defined as

h̄5E
0

T

cdT1fL f (2)

whereL f is the latent heat of fusion andf equals 1 for liquids and
0 for solids. Using the above definition, Eq.~1! can be written as
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where H5rh̄ is the enthalpy per unit volume. To use Eq.~3!
when both solid and liquid phases are involved, procedures are
needed for both choosing the thermal conductivity and calculating
the temperature field from the enthalpy field. Sincec is assumed
to be constant within each phase, the enthalpy of the liquid and
solid, for a material that changes phase at a single temperatureTf ,
can be calculated from Eq.~2! as

HS5rSS E
0

T

cSdTD 5rScST

(4)

HL5rLS E
0

Tf

cSdT1E
Tf

T

cLdT1L f D 5rL~cSTf1cL~T2Tf !1L f !

where subscriptsL andS refer to liquid and solid phases, respec-
tively. Therefore, the temperature field can be calculated using Eq.
~4! as follows:

T55
H

rScS
H<HS f

Tf HS f<H<HL f

~H2HL f !

rLcL
1Tf H>HL f

(5)

where HL f5rL(cSTf1L f) and HS f5rScSTf are enthalpies per
unit volume of the fusion liquid and the fusion solid, respectively.
These values can also be used in the numerical approach for de-
termining whether each grid element is solid, liquid, or undergo-
ing melting/freezing. Corresponding thermal conductivities are
then chosen for that grid element. For elements that are undergo-
ing phase change, an average thermal conductivity is used.

Numerical Method: CEÕSE

Two-Dimensional Formulation. Define vectorUW as

UW 5~F,G,H ! (6)

whereH is enthalpy per unit volume and

F52k
]T

]x
, G52k

]T

]y
(7)

are referred to as the flux functions. Considering (x,y,t) as the
coordinates of a three-dimensional Euclidean space-time, the
computational grid that is used here can be explained as follows.
The spatial projection of the grid is a two-dimensional, unstruc-
tured mesh, which consists of Delaunay triangulation on thexy
plane that, considering the time axis as the third dimension, makes
prisms perpendicular to thexy plane. The computational molecule
of this grid is shown in Fig. 1~a!, where nodesV1 , V2 , andV3
determine vertices of a triangular cellj at time leveln21/2, with
C as its centroid, while pointsC1 , C2 , andC3 denote the cen-
troids of three neighboring cellsj 1 , j 2 , and j 3 , respectively. The
neighbors are named in a way that any vertexVk , k51, 2, and 3,
of cell j faces the side shared by cellj and its neighborj k . Primed
points represent the same spatial nodes one-half time step later.
For each cell, the integral form of the governing equation may be
applied to the octahedral element that is the union of three tetrag-
onal prisms:CV2C1V3V38C8V28C18 , CV3C2V1V18C8V38C28 , and
CV1C3V2V28C8V18C38 . The octahedron will be called theConser-
vation Element(CE) of cell j. The integral conservation law will
then be

E
S~CE!

UW •n̂ds50 (8)
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whereS(CE) denotes the boundary of the conservation element
while n̂@5(nx ,ny ,nt)# andds, respectively, denote the unit out-
ward normal vector and the area of a surface element onS(CE).
In order to perform the above surface integration,UW may be re-
placed by a first-order Taylor series approximation about a suit-
ably chosen node,~calleda solution point!, where the discretized
values ofUW and its derivatives are saved. In this method bothUW

and its first-order derivatives are considered the independent vari-
ables that must be determined. By ‘‘suitably chosen,’’ as will be
shown shortly, it is intended that solution points are selected such
that the method is explicit. Let (xj8 ,yj8) represent the spatial co-
ordinates of the solution point related to cellj. Therefore, compo-
nents ofUW may be approximated as

H~x,y,t; j ,n!5H j
n1~Hx! j

n~x2xj8!1~Hy! j
n~y2yj8!1~Ht! j

n~ t2tn!
(9)

where H j
n , (Hx) j

n , (Hy) j
n , and (Ht) j

n are constant coefficients
associated with the solution point (xj8 ,yj8 ,tn). The same approach
may be used forF andG. Further, the derivatives ofF andG can
be found from Eq.~7!, i.e.,

~Fx! j
n52k~Txx! j

n , ~Fy! j
n52k~Txy! j

n , ~Ft! j
n52k~Txt! j

n

(10)
~Gx! j

n52k~Tyx! j
n , ~Gy! j

n52k~Tyy! j
n , ~Gt! j

n52k~Tyt! j
n

where the coefficients (Txx) j
n , (Txy) j

n , (Txt) j
n , (Tyx) j

n , (Tyy) j
n ,

and (Tyt) j
n will be calculated later in the section of second-order

derivatives.
In Eq. ~9!, the notationH(x,y,t; j ,n) @32# means the value ofH

at the point (x,y,t) is evaluated using the nodal values saved at
the solution point (xj8 ,yj8 ,tn). The reason these need to be defined
can be understood by considering the fact that each point on any
of the surfaces indicated in Fig. 1~a! may be evaluated using
different discrete values, e.g., the value ofUW at a point on the
CV1V18C8 plane may be found using the expansion point of cellj
at time leveln as well as time leveln21/2. Also, the value ofUW

at a point on theCV1C1V3 plane may be found using the expan-
sion point of cell j at time leveln21/2 as well as that of the
neighboring cellj 1 at the same time level. To assign a unique
value to each surface point while integrating, each surface needs
to be related to one and only one (j ,n) entity, which is called a
solution element~SE!. Consequently, solution elements must be
defined so that each component surface on the boundary of any
conservation element belongs to an assigned solution element.
Figure 1~b!shows two of four solution elements related to the cell
j, i.e., SE (j ,n), which consists of the hexagonC18V38C28V18C38V28
combined with three vertical rectangular planes cutting through it;
SE (j 3 ,n21/2), which consists of the hexagonCV1ABDV2 com-
bined with three vertical rectangular planes cutting through it,
whereA, B, andD are related to the neighborj 3 of cell j ~not
shown!; and two other SEs (j 1 ,n21/2) and (j 2 ,n21/2) that are
built the same way. Using the notation convention introduced in
@33#, consider the SE (j 1 ,n21/2). The two lateral faces related to
this SE, i.e.,C1V2V28C18 and C1V3V38C18 @see Fig. 1~a!#will be
referred to asS(1,1) andS(2,1), respectively. Furthermore, the
areas ofS(1,1) andS(2,1) will be referred to asS(1,1) andS(2,1),
respectively, whilen̂(1,1), and n̂(2,1) represent the unit normals of
the above lateral faces, outward with respect to the octahedron.
Furthermore, spatial coordinates of the centroid of each of these
faces will be referred to as (xc

(1,1) ,yc
(1,1)) and (xc

(2,1) ,yc
(2,1)), re-

spectively. Also the surfaceC1V3CV2 , that is the horizontal plane
related to this SE, will be calledS(1), while its area and will be
referred to asS(1). The unit outward normal to this surface is
~0,0,21!.

In general, for SE (j k ,n21/2), k51, 2, 3, the lateral faces will
be calledS( l ,k), while their area, unit outward normal, and the
spatial coordinates of their centroid will be referred to asS( l ,k),

n̂( l ,k)5(nx
( l ,k) ,ny

( l ,k),0), and (xc
( l ,k) ,yc

( l ,k)), l 51, 2, respectively.
Also the corresponding horizontal plane will be denoted byS(k),
while its area, and the spatial coordinates of its centroid will be
represented byS(k) and (xc

(k) ,yc
(k)), respectively. Note that the

so-called horizontal planes form the bottom of the octahedron.
The horizontal planes that contain the top of the octahedron, how-
ever, belong to SE (j ,n). The area and spatial coordinates of the
centroid of the top surfaces are equal to those of the bottom sur-
faces but their unit outward normal is~0,0,11!. Using the above
conventions and performing the inner products, Eq.~8! can be
written as

E
S~CE!

UW •n̂ds5(
k51

3 H E
S~k!

H~x,y,t; j ,n!~11!ds

1E
S~k!

H~x,y,t; j k ,n21/2!~21!ds

1(
l 51

2 E
S~ l ,k!

@F~x,y,t; j k ,n21/2!nx
~ l ,k!

1G~x,y,t; j k ,n21/2!ny
~ l ,k!#dsJ (11)

where the first and second integrals are performed over the top
and bottom surfaces, respectively, and the third integral is related
to the lateral faces of the octahedral CE.

Using Eq.~9!, the third integral of Eq.~11! can be evaluated as
follows

I ~ l ,k!5E
S~ l ,k!
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Rearranging leads to
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ds$@F j k
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But *S( l ,k)ds is the area of the corresponding lateral face and the
rest of the above integrals may be evaluated using the space-time
coordinates of its centroid. Therefore, the integral becomes

I ~ l ,k!5$F~xc
~ l ,k! ,yc

~ l ,k! ,tn2Dt/4; j k ,n2
1
2!nx

~ l ,k!1G~xc
~ l ,k! ,yc
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1
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~ l ,k!%S~ l ,k! (12)
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Following a similar procedure, the first and second integrals of
Eq. ~11! become

E
S~k!

H~x,y,t; j ,n!~11!ds5S~k!@H j
n1~Hx! j

n~xc
~k!2xj8!

1~Hy! j
n~yc

~k!2yj8!# (13)

and

E
S~k!

H~x,y,t; j k ,n21/2!~21!ds

52S~k!@H j k

n21/21~Hx! j k

n21/2~xc
~k!2xj k

8 !

1~Hy! j k

n21/2~yc
~k!2yj k

8 !#

52S~k!H~ ẋc
~k! ,yc

~k! ,tn21/2; j k ,n2
1
2! (14)

respectively.
Equation~11!, after substitution of the evaluated integrals, pro-

vides an expression forH j
n . The expression contains three un-

knownsH j
n , (Hx) j

n , and (Hy) j
n , but examination of the expres-

sions that contain (Hx) j
n and (Hy) j

n suggests that they may be
eliminated, resulting in an explicit method, provided the solution
point is chosen at the centroid of the hexagonC1V3C2V1C3V2
formed by the vertices of cellj and the centroids of its three
neighbors. Using this, the equation forH j

n can be written in a
convenient manner. Note that despite the apparent complexity, the
equation forH j

n is in fact composed of three similar parts, each
related to one of the neighboring cells.

H j
n5(

k51

3

R~k!Y (
k51

3

S~k! (15)

where

R~k!5S~k!H~xc
~k! ,yc

~k! ,tn21/2; j k ,n2
1
2!2(

l 51

2

I ~ l ,k!

and I ( l ,k) is evaluated using Eq.~12!.
The above formulation has the important attribute of being able

to handle nonlinearities that may exist in the definition of func-
tions H, F, andG.

Once the values of enthalpy are updated over the entire domain,
Eq. ~5! can be used to obtain the temperature field, and the first
and second order derivatives of the field parameters may be cal-
culated as described in the following sections.

First-Order Derivatives. As described in detail in@32#, the
first-order derivatives of the field parameters can be evaluated
from

~Cx! j
n5

(
k51

3

uumupu ãCx
~k!

(
k51

3

uumupu ã
, ~Cy! j

n5

(
k51

3

uumupu ãCy
~k!

(
k51

3

uumupu ã
(16)

where

uk5A~Cx
~k!!21~Cy

~k!!2, k51,2,3

and, for any given integer,k51, 2, 3,$k%ø$m,p%5$1,2,3%. Pa-
rametersCx

(k) andCy
(k) are calculated solving the following three

systems, each containing two equations and two unknowns. Pa-
rameterC can be eitherH or T.

~xj k
8 2xj8!Cx

~1!1~yj k
8 2yj8!Cy

~1!5C j k

n 2C j
n , k52,3

~xj k
8 2xj8!Cx

~2!1~yj k
8 2yj8!Cy

~2!5C j k

n 2C j
n , k51,3

~xj k
8 2xj8!Cx

~3!1~yj k
8 2yj8!Cy

~3!5C j k

n 2C j
n , k51,2

The constantã, in Eq. ~16!, is usually set equal to 1. The above
weighted average provides the necessary numerical damping@34#.
Note that, to avoid dividing by zero, in practice a small positive
number~e.g., 10220) is added to the denominators in Eq.~16!.

Second-Order Derivatives.As explained in @34#, once the
first-order derivatives of the temperature field are known, expand-
ing (Tx) j k

n21/2, k51, 2, 3, which is saved at the solution point
(Sk ,n21/2) about the space-time solution point (S,n), results in
three equations

~xj k
8 2xj8!~Txx! j

n1~yj k
8 2yj8!~Txy! j

n2
Dt

2
~Txt! j

n

5~Tx! j k

n21/22~Tx! j
n , k51,2,3

These may be solved simultaneously for (Txx) j
n , (Txy) j

n , and
(Txt) j

n . A similar system gives (Tyx) j
n , (Tyy) j

n , and (Tyt) j
n . Using

this technique, the mesh values of second-order derivatives ofT
can be evaluated in order to be used in Eq.~10!. The first-order
derivatives of flux functions, evaluated from Eq.~10!, can then be
used in Eq.~15!.

Three-Dimensional Formulation. In three spatial dimen-
sions, Eq.~6! becomes

UW 5~F,G,P,H ! (17)

where

F52k
]T

]x
, G52k

]T

]y
, P52k

]T

]z
(18)

andH is the enthalpy per unit volume.
Considering (x,y,z,t) as coordinates of a four-dimensional Eu-

clidean space-time, Eq.~8! will still be valid. The spatial projec-
tion of the unstructured grid used here consists of tetrahedral el-
ements. To provide a clear geometric description of the CE, an
analogy with the 2D formulation is helpful. As described in the
previous sections, the integrations involved in the 2D case are
performed on the CE’s top, bottom, and lateral faces that are 2D
surfaces. Similarly, the integrations for the 3D case are performed
on the CE’s top, bottom, and lateral faces that are 3D volumes.

Top/Bottom Faces. These faces are constant-time faces. Con-
sider a tetrahedral element ‘‘cellj’’ at time level n21/2, e.g., the
tetrahedronV1V2V3V4 depicted in Fig. 2. Let nodesV1 , V2 , V3 ,
andV4 represent vertices of cellj while its four neighboring cells
are referred to as cellsj 1 , j 2 , j 3 , and j 4 . The neighbors are
named in a way that any vertexVk , k51, 2, 3, and 4, of cellj
faces the side shared by cellj and its neighborj k . Further, let
point C denote the centroid of cellj while Ck represents the cen-
troid of the neighboring cellj k . The 3D analogue of hexagon
V1C2V3C1V2C3 of Fig. 1~a! can be visualized as follows. For
each face of tetrahedral cellj, a hexahedron can be constructed
using vertices of that face, the centroid of cellj, and the centroid
of the corresponding neighbor. These hexahedra, i.e.,
CV2V3V4C1 , CV1V3V4C2 , CV1V2V4C3 , andCV1V2V3C4 , are
3D analogues of the 2D bottom facesCV2V3C1 , CV3V1C2 , and
CV1V2C3 depicted in Fig. 1~a!. The hexahedron related to neigh-
bor j 1 , i.e.,CV2V3V4C1 , is depicted in Fig. 2. The union of these
four hexahedra is a polyhedron with 12 triangular faces. The cen-
troid of this polyhedron is the solution point of cellj, and its
spatial coordinates will be referred to asxj8 , yj8 , and zj8 . This
polyhedron is the 3D analogue of the bottom face of the hexago-
nal prism depicted in Fig. 1~a!. A similar polyhedron represents
the top face of the 3D case’s CE.

Adopting a notation convention similar to that introduced in
@33#, the volume of each of the four hexahedra introduced above
will be referred to asV(k), k51, 2, 3, and 4, whereV(k) is volume
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of the hexahedron related to neighborj k . Further, let coordinates
of the centroid of the hexahedra be represented byxc

(k) , yc
(k) , and

zc
(k) wherek51, 2, 3, and 4. The unit outward normals for top and

bottom faces are~0,0,0,1!and ~0,0,0,21!, respectively.

Lateral Faces. These faces simply connect the top and bottom
faces in the fourth-dimension. Therefore, there are three lateral
faces~which are in fact 3D volumes! associated with each neigh-
bor. To visualize these faces, note that three lateral faces associ-
ated with neighbor j 1 are volumes C1V2V3C18V28V38 ,
C1V3V4C18V38V48 , andC1V2V4C18V28V48 , where the primed nodes
refer to the same spatial position as the corresponding unprimed
nodes, but at the new time leveln. The volume of these lateral
faces will be referred to asV( l ,k) wherel 51, 2, 3 andk51, 2, 3,
4 refer to the associated neighbor. The centroid of each lateral face
is represented by the space-time point (xc

( l ,k) ,yc
( l ,k) ,zc

( l ,k) ,tn

2Dt/4). The unit outward normal of each lateral face is repre-
sented byn̂( l ,k)5(n̂x

( l ,k) ,n̂y
( l ,k) ,n̂z

( l ,k),0). These unit normals are
defined outward with respect to the hexahedra introduced in the
previous section.

Analogous to the 2D case, each lateral face represented by
V( l ,k), as well as each bottom face represented byV(k), is as-
sociated with SE (j k ,n21/2), k51, 2, 3, 4. The top face is asso-
ciated with SE (j ,n). Using the three-dimensional analogue of
Eq. ~9!, i.e.,

H~x,y,t; j ,n!5H j
n1~Hx! j

n~x2xj8!1~Hy! j
n~y2yj8!

1~Hz! j
n~z2zj8!1~Ht! j

n~ t2tn!

and with integrations similar to the 2D case, the 3D analogue of
Eq. ~15! becomes

H j
n5(

k51

4

R~k!Y (
k51

4

V~k! (19)

where

R~k!5V~k!H~xc
~k! ,yc

~k! ,zc
~k! ,tn21/2; j k ,n2

1
2!

2(
l 51

3

$F~xc
~ l ,k! ,yc

~ l ,k! ,zc
~ l ,k! ,tn2Dt/4; j k ,n2

1
2!nx

~ l ,k!

1G~xc
~ l ,k! ,yc

~ l ,k! ,zc
~ l ,k! ,tn2Dt/4; j k ,n2

1
2!ny

~ l ,k!

1P~xc
~ l ,k! ,yc

~ l ,k! ,zc
~ l ,k! ,tn2Dt/4; j k ,n2

1
2!nz

~ l ,k!%V~ l ,k!

First-Order Derivatives. Using an approach similar to the 2D
case, the process of determining the first-order derivatives of the
field parameters can be summarized in solving the following four
linear systems, each having three equations and three unknowns.

~xj k
8 2xj8!Cx

~1!1~yj k
8 2yj8!Cy

~1!1~zj k
8 2zj8!Cz

~1!

5C j k

n 2C j
n , k52,3,4

~xj k
8 2xj8!Cx

~2!1~yj k
8 2yj8!Cy

~2!1~zj k
8 2zj8!Cz

~2!

5C j k

n 2C j
n , k51,3,4

~xj k
8 2xj8!Cx

~3!1~yj k
8 2yj8!Cy

~3!1~zj k
8 2zj8!Cz

~3!

5C j k

n 2C j
n , k51,2,4

~xj k
8 2xj8!Cx

~4!1~yj k
8 2yj8!Cy

~4!1~zj k
8 2zj8!Cz

~4!

5C j k

n 2C j
n , k51,2,3

The above systems can be solved forCx
(k) , Cy

(k) , and Cz
(k) ,

wherek51, 2, 3, and 4. A weighted average may then be used to
calculate (Cx) j

n , (Cy) j
n , and (Cz) j

n as follows

~Cw! j
n5

(
k51

3

uumuqu r u ã~Cw!Ok

n

(
k51

3

uumuqu r u ã

where

uk5A~Cx
~k!!21~Cy

~k!!21~Cz
~k!!2, k51,2,3,4

Fig. 1 Computational molecule of CE ÕSE method, a… CEs and
b… SEs

Fig. 2 Geometry for 3D formulation
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and, for any given integer,k51, 2, 3, 4, $k%ø$m,q,r %
5$1,2,3,4%. Variablew can be each ofx, y, or zwhile parameter
C represents eitherH or T. The constantã is usually set equal to
1. Note that, to avoid dividing by 0, in practice a small positive
number, such as 10220, is added to the above denominators.

Second-Order Derivatives.Using an approach similar to the
2D case, the process of determining the second-order derivatives
can be summarized in solving the following three linear systems,
each having four equations and four unknowns.

~xj k
8 2xj8!~Twx! j

n1~yj k
8 2yj8!~Twy! j

n1~zj k
8 2zj8!~Twz! j

n2
Dt

2
~Twt! j

n

5~Tw! j k

n21/22~Tw! j
n , k51,2,3,4

These may be solved simultaneously for second-order derivatives
of temperature, i.e., (Twx) j

n , (Twy) j
n , (Twz) j

n , and (Twt) j
n wherew

can bex, y, or z. Using this technique, the mesh values of second-
order derivatives ofT can be evaluated and used in the solution
procedure which is similar to that of the 2D case.

In order to treat the boundary conditions, a ghost cell is defined
for each boundary cell. Geometrically, the ghost cell is the mirror
image of the corresponding boundary cell with respect to the
boundary. The 3D case’s reflecting boundary conditions are de-
rived using a technique similar to that described in@32# for the 2D
case. Phase-change related details of both constant temperature
and convective boundary conditions are described in@31#.

Results and Discussion
To assess the accuracy and effectiveness of the CE/SE method

applied to conduction problems with phase change, several 2D
and axisymmetric classical cases were studied by the authors. The
results were compared to analytical solutions, and the method was
found to be accurate, robust, and efficient. Details of the 2D
scheme, numerical analysis of error behavior, and the application
of the method to the limit of small Stefan numbers are presented
in @30#, while the development of the axisymmetric formulation,
its validation cases, and error behavior are discussed in@31#.

In order to validate the computer program for 3D cases and
study the error behavior of the numerical scheme, the following
two cases were designed and applied to a unit cube, with unit
conductivity.

Case 1. H5T and T5x1y1z1const. (20)

Case 2. H5T and T5x21y21z216t (21)

As can be seen, the above temperature distributions satisfy the
governing equation.

Case 1. This case is a steady first-order problem for which it
can be easily shown that the CE/SE formulation is exact, in the
sense that no truncation error exists. Therefore, the spatial grid is
not an issue in this case. On the other hand, the time-step issue
needs to be studied. Equation~20! was applied on the boundaries,
with an initially imposed error distribution over the entire domain.
The results confirmed that, after a period of time, the temperature
converges to the accurate distribution everywhere in the field. Fig-
ure 3 shows the absolute error~which is defined as the infinity
norm of the difference between the numerical and exact solutions!
depicted versus the iterations for different time steps. The errors
vanish to the order of machine zero.

Using this case, the error behavior was studied for different
time steps. Since the present method is explicit, there are stability
restrictions on the time step. Usage of a time step larger than the
spatial grid size leads to divergence. By reducing the time step, it
was found that the numerical errors grow, but there is an upper
bound for this growth. Further reduction of the time step results in
stable accurate solutions, for which, the errors vanish to the order
of machine zero~Fig. 3!. Based on the above results, the proce-
dure of choosing the right time step for a spatial grid, may be

summarized as starting from a large time step and reducing it until
stable, time-step independent results are achieved. As can be seen,
the fastest convergence rate is achieved by using the largest time
step that falls within this category.

Case 2. For this transient problem@see Eq.~21!#, unlike the
previous case, there is a mesh-dependent error associated with
second-order accuracy of the CE/SE method. Clearly, this error
should decrease by using finer spatial grids. Different spatial grids
were used for this case. A grid that has nine nodes on each edge of
the unit cube will be referred to as the coarse grid, while the
so-called medium grid consists of 21 nodes on each edge of the
unit cube. The grid referred to as fine grid contains 31 nodes on
each edge of the unit cube. Equation~21! was applied on the
boundaries. Both exact solution and a uniform error distribution
were used as initial conditions. The absolute average errors~de-
fined as the arithmetic average of the difference between the nu-
merical and exact solutions, for all cells! are shown in Fig. 4. In
Fig. 5, the absolute average errors are plotted versus the spatial
mesh spacing for different grids. This figure confirms the second-
order accuracy of the scheme.

Case 3: Freezing of a Finite Slab. Consider a slab of thick-
nessL with the initial state assumed to be liquid at the fusion
temperatureTf . At t50, the temperature of the surface atx50

Fig. 3 Vanishing errors for Case 1

Fig. 4 Grid size effects for Case 2
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drops toTW and is held there. The surface atx5L is effectively
insulated. The analytical solution of this problem~from @35#! de-
termines the phase-change interface to be at

xint.52gAast

where as is the thermal diffusivity of the solid phase andg is
determined by solving

geg2
erf~g!5

cs~Tf2TW!

L fAp

wherecs denotes the specific heat of the solid phase andL f is the
latent heat of fusion. Also the temperature in the solid region is
determined from

T5TW1
Tf2TW

erf~g!
erf~h!

whereh5x/2Aast.
In order to model this one-dimensional problem using the three-

dimensional code, all sides of the unit cube are assumed to be
insulated, except one side,~plane y50), which acts like thex
50 wall of the problem stated above.

This problem is studied forSt54 whereSt5cs(Tf2TW)/L f is
the Stefan number. Other parameters areTW521.0°C, Tf
50.0°C, while the thermal diffusivity and specific heats are set
equal to unity. An example of the spatial mesh for the unit cube is
given in Fig. 6. Figure 7 shows the position of phase-change in-
terface compared to the analytical solution versus time. The tem-
perature distribution in they direction at timet50.14 s is also
compared to the analytical solution in Fig. 8. No changes occur in
either thex or z directions. As can be seen, accurate results are
obtained.

This case is also solved using another commonly used fixed
domain scheme from@36#. The error percentages within the do-
main are depicted in Fig. 9, for both CE/SE method and the
method of@36#, using identical time step and spatial grid spacing.
As can be seen, the error associated with the CE/SE method is
more uniform over the domain, compared the method of@36#. The
mean values and standard deviations associated with Fig. 9 are
given in Table 1.

Case 4: Thawing of a Cube. Consider a unit cube that is
initially frozen at the fusion temperatureTf . At time t50, the
temperature of all outer surfaces are raised toTW and held there.
This case is studied forSt54, TW51.0°C, andTf50.0°C, while
the thermal diffusivity and specific heats are set equal to unity.
Figure 10~a!shows the frozen core of the cube at different times.

These graphs are generated using a shaded view of the frozen
cells in the mesh. Figure 10~b! shows thexy view of the phase-
change interface location at different times. The plots are gener-
ated using constant enthalpy contours ranging fromHs f to HL f .
The top graph also contains thexy view of the spatial mesh from

Fig. 5 Demonstration of the CE ÕSE scheme’s second-order ac-
curacy

Fig. 6 Spatial grid for the unit cube

Fig. 7 Location of the phase change interface for Case 3

Fig. 8 Temperature distribution at tÄ0.14 s for Case 3
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which the interface width is observed to be roughly equal to one
cell’s size. This demonstrates the ability of the CE/SE method for
capturing the discontinuities sharply.

Case 5: Thawing of an Ellipsoid. Consider a prolate ellip-
soid that is initially frozen at the fusion temperatureTf . At time
t50, the temperature of its outer surface is raised toTW and held
there. This case is studied forSt51, TW51.0°C, and Tf
50.0°C, while the thermal diffusivity and specific heats are set
equal to unity. The geometry has a half major axis equal to 0.4 m
and a half minor axis of 0.25 m. The frozen core is represented in
Fig. 11~a!at different times. The top graph shows both the spatial
mesh and the initial frozen ellipsoid.

By reducing the eccentricity of the original ellipse, the above
case approaches the case of a thawing sphere, for which, approxi-
mations for the total melting time are available in@3#. It is worth-
while, therefore, to also study this limiting case of a thawing
sphere.

Case 6: Thawing of a Sphere. Consider a sphere that is ini-
tially frozen at the fusion temperatureTf . At time t50, the tem-
perature of its outer surface is raised toTW and held there. This
case is studied forSt51, 2, 3, and 4. The thermal diffusivity and
specific heats are set equal to unity whileTW51.0°C, andTf
50.0°C. The radius of the sphere is taken to be 0.25 m. The
frozen core is represented in Fig. 11~b! at different times, for a

Fig. 9 Comparison of the errors at tÄ0.14 s for Case 3

Fig. 10 The thawing cube, „Case 4…, at tÄ0.005, 0.02, and
0.05 s

Fig. 11 „a… Thawing ellipsoid, „Case 5…, at tÄ0, 0.0035, and
0.0085 s, „b… Thawing sphere, „Case 6…, at tÄ0, 0.0025, and
0.0065 s

Table 1 Statistical parameters associated with Fig. „9…

CE/SE Method of @36#

Mean Error~%! 0.000836 0.001275
Standard Deviation 0.000521 0.001227
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case whereSt54. The top graph shows both the spatial mesh and
the initial frozen sphere. The total melting times, as shown in Fig.
12, agree with the results from@3#. However, for the freezing slab
case, the error associated with the approximate relations given in
@3#, is reported to be 5%, while the comparison of CE/SE results
with the exact solution of that case shows a maximum error of
about 1%. A similar relation between the errors can then be ex-
pected for the thawing sphere case.

Conclusions
The CE/SE method, an accurate and efficient method for re-

solving discontinuities in fluid mechanics problems, was used by
the authors as a new alternative for solving three-dimensional
phase-change problems. Comparison of the results to existing ana-
lytical solutions verified the ability of the method to capture mov-
ing phase fronts without incurring oscillations.

The CE/SE method is computationally efficient since it is ex-
plicit and requires no iterations to achieve convergence within the
same time step. This efficiency becomes a very important advan-
tage when dealing with problems in three spatial dimensions. The
3D CE/SE formulation was developed for phase-change problems.
Several cases were studied and the accuracy and efficiency of the
method was verified for this application.
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Submicron Heat Transport Model
in Silicon Accounting for Phonon
Dispersion and Polarization
In recent years, the Boltzmann transport equation (BTE) has begun to be used for pre-
dicting thermal transport in dielectrics and semiconductors at the submicron scale. How-
ever, most published studies make a gray assumption and do not account for either
dispersion or polarization. In this study, we propose a model based on the BTE, account-
ing for transverse acoustic and longitudinal acoustic phonons as well as optical phonons.
This model incorporates realistic phonon dispersion curves for silicon. The interactions
among the different phonon branches and different phonon frequencies are considered,
and the proposed model satisfies energy conservation. Frequency-dependent relaxation
times, obtained from perturbation theory, and accounting for phonon interaction rules,
are used. In the present study, the BTE is numerically solved using a structured finite
volume approach. For a problem involving a film with two boundaries at different tem-
peratures, the numerical results match the analogous exact solutions from radiative trans-
port literature for various acoustic thicknesses. For the same problem, the transient
thermal response in the acoustically thick limit matches results from the solution to the
parabolic Fourier diffusion equation. In the acoustically thick limit, the bulk experimental
value of thermal conductivity of silicon at different temperatures is recovered from the
model. Experimental in-plane thermal conductivity data for silicon thin films over a wide
range of temperatures are also matched satisfactorily.@DOI: 10.1115/1.1833367#

Keywords: Conduction, Electronics, Heat Transfer, Microscale, Modeling, Nanoscale

Introduction
In recent years, the extreme miniaturization of integrated cir-

cuits has led to increasing concerns about the steady and unsteady
thermal performance of microelectronic devices. It is now well-
established that conventional Fourier analysis leads to erroneous
thermal predictions when the mean free path of heat carriers is
comparable to or larger than the characteristic domain size. This is
also true when the time scale of interest is smaller than the relax-
ation time of the carriers@1,2#. When the system length scale is
comparable to the carrier mean free path but larger than the carrier
wavelength, and phase coherence effects are unimportant, the
Boltzmann transport equation in the relaxation time approxima-
tion can be employed@3–6#. Phonons, which are quantized lattice
vibrations@7,8#, are the predominant energy carriers in semicon-
ductors at room temperature.

Studies illustrating non-local spatial@9–11# and temporal
@12,13#effects have been reported. A number of studies have em-
ployed the gray phonon Boltzmann transport equation~BTE! to
study thermal transport in thin films@5,14,15#and superlattices
@6,16–18#. The molecular dynamics approach is viable when the
system consists of a few layers of atoms, and has been employed
to study thermal transport in nanostructures@6#. Considerable ef-
fort has also been devoted to measure and predict in-plane thermal
conductivity of single crystalline silicon thin films@6,19–23#.
Studies have also been performed to examine Joule heating effects
in semiconductor devices. Thermal predictions in submicron tran-
sistor thin films have been reported@24–26# by employing the
two-fluid approach@27,28# to solve the phonon BTE. In this ap-
proach, the phonons are divided into propagating and reservoir
modes. The propagating mode is responsible for energy transport,
while the reservoir mode functions in a purely capacitative mode.
Energy exchange between branches is restricted to interactions

between the reservoir and propagating modes. However, this
model is primarily a gray model in the sense that only a single
phonon relaxation time and velocity are used. The unsteady hot
spot problem with a gray assumption was recently studied@29#.

The problem of self-heating in submicron transistors involves
energy transfer between the energetic electrons and the acoustic
and optical phonons. One issue of recent focus has been the pro-
portion of energy transmitted by the electrons to the optical
phonons and the acoustic phonons@30#. Pop et al.@31,32# have
performed Monte Carlo studies simulating the energy deposition
from the electrons to the different phonon branches. These studies
are still not fully coupled@31,32#, since the fully coupled electron
and phonon BTE are not solved.

Two-dimensional simulations of concurrent electrical and ther-
mal transport in semiconductor devices~GaAs metal–
semiconductor field effect transistors and Si metal–oxide–
semiconductor field effect transistors! have been reported@33–
36#. The approach is to consider hydrodynamic equations for
electron transport@37# and energy conservation equations for elec-
trons and the different phonon modes~polarization branches!. The
equations are derived by taking moments of the Boltzmann equa-
tions, and are, hence, lower-order approximations. Again,
frequency-dependent relaxation times are not considered. Addi-
tionally, an important simplifying assumption in these studies is
that heat propagation by acoustic phonons is assumed to be
through diffusion~Fourier law!.

Studies have been presented on the phonon heat conduction in a
free-standing quantum well@38# and semiconductor nanowires
@39#. These studies incorporate modification of phonon dispersion
due to phonon confinement effects and the resultant changes in the
group velocities and relaxation times. The details of phonon-
phonon interactions~three-phonon processes! are considered.
However, they work with the bulk expression for the thermal con-
ductivity, incorporating an average modified group velocity and a
modified relaxation time.

Recently, a Monte Carlo study of steady state phonon transport
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in silicon thin films including phonon dispersion and polarization
effects has appeared in the literature@40#. However, this study
neglects the interaction between optical phonons and acoustic
phonons. In semiconductors such as silicon, the group velocity of
optical phonons is small and, hence, their contribution to thermal
transport is negligible. However, the interaction between optical
and acoustic phonons alters the effective relaxation rates of acous-
tic phonons@41#, and hence, optical phonons must be considered
even in steady state thermal predictions. In transient predictions, if
optical phonons are assumed to act purely capacitatively, the in-
clusion of scattering to acoustic phonons is essential to allow them
to recover the correct steady state behavior.

It is clear therefore that full phonon dispersion effects in sub-
micron thermal transport have not been considered in the litera-
ture. In this study, we present a model based on the BTE which
accounts for transverse and longitudinal acoustic phonons as well
as optical phonons. The interactions among the different phonon
branches and frequencies are described by frequency-dependent
relaxation times. These relaxation times have been presented in
the literature@42–44# and are obtained by perturbation theory
techniques. The energy interchange among the different branches/
frequencies is dictated by energy and wave vector conservation
rules@38,42–44#. The BTE is solved by a structured finite volume
approach. The results from the model are compared to exact so-
lutions of the BTE. Bulk thermal conductivity of silicon is also
predicted by the model and shown to match experimental values
reasonably well. Also, in-plane thermal conductivity of doped and
undoped silicon thin films of varying thicknesses are predicted
over a range of temperatures and are shown to satisfactorily match
experimental data.

The full phonon dispersion model has been applied to study the
problem of self-heating in a submicron silicon on insulator tran-
sistor @45#. The thermal predictions are compared to those ob-
tained from other simpler BTE-based models from the literature
and considerable discrepancies are found@45#. The differences in
model predictions are a result of simpler models not accounting
adequately for the spectrum of relaxation times associated with
self-heating. Energy due to self-heating must be scattered from the
optical modes to the acoustic modes for transport. Energy is scat-
tered preferentially to high-frequency longitudinal acoustic~LA!
and transverse acoustic~TA! modes, and the predicted hot-spot
temperature depends on the group velocity with which these
phonons transport the energy away. Thus, dispersion and polariza-
tion effects as well as frequency-dependant relaxation times are
critical for thermal predictions in applications where the phonon
groups are substantially out of equilibrium with each other. In
addition, the thermal problem associated with the transient elec-
trostatic discharge phenomena@25# has been considered@46,47#.
In these studies@46,47#, the results from the full phonon disper-
sion model are compared to those obtained from Fourier diffusion

and other simpler BTE-based models from the literature. Consid-
erable discrepancies are found@46,47#. Simpler semi-gray models
@24# have assigned optical and transverse acoustic phonons into a
reservoir or capacitative mode, while longitudinal acoustic
phonons have been assigned to a propagating mode. These
choices govern the capacitance of the material being modeled and
determine the temporal response in unsteady problems. Again,
accounting for phonon polarization and dispersion is the only way
to accurately capture the correct capacitance of the system.

Theory

Model Based on Boltzmann Transport Equation. The
model is based on the solution to the BTE in the relaxation time
approximation. In this approximation, the BTE may be written
as @5#

] f w

]t
1vW w•¹ f w5

f w
0 2 f w

tw
(1)

wherew is the frequency,f w is the frequency-dependent distribu-
tion function of phonons,vW w is the group velocity vector of the
phonons,f w

0 is the equilibrium distribution function, andtw is the
frequency-dependent relaxation time of phonons. Defining the fol-
lowing quantities@26#

ew-~rW,ŝ,w!5\w fwD~w!; ew9 5E
Dwi

ew-dw

(2)

ew5E
4p

ew9 dV; ew
0 5

1

4p E
4p

ew9 dV5
1

4p
ew

whereew- is the volumetric energy density per unit frequency per
unit solid angle~J s/m3 sr rad!,ew9 is the volumetric energy density
per unit solid angle~J/m3 sr! for a given frequency band,rW is the
position vector, andŝ is the unit direction vector. The quantityew

is the volumetric energy density~J/m3! in the band, andew
0 is the

associated equilibrium volumetric energy density.\ is the reduced
Planck constant, andD(w) is the phonon density of states. The
frequency integration is done over a discrete frequency band
Dwi .

The bulk phonon dispersion curves for silicon at 300 K are
shown in Fig. 1 for the@001# direction @48,49#. The phonon dis-
persion curves are different in different directions. In this study, as
an approximation, the dispersion curves are assumed to be isotro-
pic. The dispersion curves in the@001# direction are assumed to
hold over all directions ink space, similar to assumptions made in
earlier studies on thermal conductivity. In a given symmetry di-
rection, silicon has three acoustic branches and three optical
branches. Of the three acoustic branches, one is longitudinal and

Fig. 1 „a… Experimental dispersion curve in the †001‡ direction in silicon at 300 K †48‡;
„b… spline curve fit to the LA and TA branches
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two are degenerate transverse branches. Similarly, there is one
longitudinal optical phonon branch and two degenerate transverse
optical phonon branches. In the proposed model, only one fre-
quency band is used for the optical phonon branch, while there are
NLA andNTA bands in the LA and TA branches, respectively. The
experimental dispersion curves for the LA and TA branches are fit
by cubic splines and all relevant dispersion curve information
~e.g., phonon group velocity, density of states! is extracted from
these fits.

The optical mode for silicon has a negligible group velocity and
therefore the ballistic term in Eq.~1! is absent. The BTE for the
optical mode can be written as

]eo

]t
5 (

j 51

Nbands21 S E
Tref

To j

CodT2eoD go j1qvol (3)

where eo5*Tref

To CodT, go j5(1/to j)5(1/Dwo)*Dwo
(1/to j)dw is

the band-averaged inverse relaxation time for the interaction be-
tween the optical phonons and thejth band of an acoustic branch,
Co is the optical mode specific heat, and the termqvol is the
volumetric heat generation. In microelectronics applications, it
(qvol) would represent the transfer of energy from the energetic
electrons to the optical phonons~Joule heating!. The optical mode
corresponds toj 5Nbands, and the summation on the right-hand
side ~rhs! of Eq. ~3! represents the interaction with all acoustic
bands.

In the development that follows, a number of ‘‘temperatures’’
are defined. Since thermodynamic temperature cannot be defined
for systems that are not in equilibrium, these temperatures must
properly be interpreted as measures of the corresponding energy.
In this spirit,To is the temperature of the optical mode,Tref is the
reference temperature,To j is an interaction temperature specific
to the optical mode and thejth band of the acoustic modes~either
LA or TA! and is defined in Eq.~11!. The significance ofTo j is
that if the optical branch and thejth band of the acoustic branches
~LA or TA! were the only bands exchanging energy, and ballistic
and storage effects were absent,To j would be equilibrium ‘‘tem-
perature’’ achieved by both bands.

The BTE for theith frequency band of the acoustic branches
~valid for both LA and TA!in the directionŝ ~Fig. 2! is written as

]ei9

]t
1¹•~v i ŝei9!

5~ei
02ei9!g i i 1 (

j 51
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NbandsH S 1

4p E
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Ti j
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(4)
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1

Dwi
E

Dwi

1

t i j
dw

wherev i is the band-averaged group velocity,Cwi is the specific
heat per unit frequency in band i,Ci is the band integrated specific
heat,ei9 the band integrated energy density per unit solid angle,
g i i is the band-averaged inverse relaxation time for interaction of
bandi with itself, andg i j is the band-averaged inverse relaxation
time for interaction of bandi with bandj. The first term on the rhs
of Eq. 14 depicts scattering within a given frequency band, but
across directions~elastic scattering!. Physically, processes such as
impurity scattering~described in detail in a later section! may be
described by such a term. The second term on the rhs depicts the
scattering from theith band of the acoustic band considered to all
other bands in all branches except to itself.Ti j again signifies an
interaction temperature that the two bandsi and j would attain if
they were the only two bands exchanging energy. In order to
satisfy energy conservation, the following two conditions are also
satisfied

Ti j 5Tji ; and E
Dwi

1

t i j
dw5E

Dwj

1

t j i
dw (6)

wherei is any frequency band in a given phonon branch andj is
any other band in the same or different branch with which energy
is being exchanged.

The equilibrium energy density is defined as

ei
05

1

4p E
4p

ei9dV5
1

4p E
Tre f

Ti

CidT5
ei

4p
(7)

whereTi is the temperature associated with theith band of the
branch considered.

Energy Conservation. In this section, we demonstrate that
the model satisfies energy conservation. Integrating Eq.~4! over a
solid angle of 4p and over all the frequency bands in the acoustic
branches, and adding to Eq.~3!, we obtain
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1 (
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Nbands21 S ]ei

]t
1¹•qW i D2qvol
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where the flux associated with theith band of any one of the
acoustic branches is

qW i5E
4p

v i ŝei9dV (9)

For the optical band, the flux is zero. The left-hand side~lhs! of
Eq. ~8! may be written as

]etotal

]t
1¹•qW total2qvol where etotal5eo1 (

i 51

Nbands21

ei ;

qW total5 (
i 51

Nbands21
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From the first law of thermodynamics, the lhs of Eq.~8! is zero,
hence, the rhs of Eq.~8! should be zero. Thus

E
Tref

Ti j S Ci

Dwi
1

Cj

Dwj
DdT5E

Tref

Ti Ci

Dwi
dT1E

Tref

Tj Cj

Dwj
dT (11)

This is satisfied fori and j band combinations including the opti-
cal phonon band. An overall lattice temperature,TL may be de-

Fig. 2 Coordinates axes and representative phonon direction
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fined as follows.From the expression for etotal in Eq. (10):

etotal5E
Tref

TL

CtotaldT5E
Tref

To

CodT1 (
i 51

Nbands21 S E
Tref

Ti

CidTD
(12)

whereCtotal is the total specific heat of the solid.

Acoustically Thick Limit Behavior. In this section, we de-
rive the acoustically thick limit behavior of the model. In the
spatially thick limit, the lhs of Eq.~4! is close to zero. Hence, we
may write

ei9H (
j 51

Nbands

g i j J 'ei
0g i i 1 (

j 51
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NbandsH S 1

4p E
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CidTD g i j J (13)

Summing Eq.~13! over all solid angles~4p!, we get

ei H (
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NbandsH S E
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Writing similar equations for each band in the acoustic branch and
solving the equations in conjunction with Eq.~11!, we obtainTi
'Ti j 'Tj'TL , for all i and j ~see Appendix A!. The spatial gra-
dient of the energy density may be approximated as

¹ei9'¹ei
05¹TL¹TL
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Thus, Eq.~4! for a bandi in one of the acoustic branches may be
written as
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Multiplying Eq. ~16! by v i ŝ and integrating over 4p yields
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where*4pŝŝdV5(4p/3)d, d is a unit tensor@50#.
In the temporally thick limit, the time scale of interest ist

@t, with t being an estimate of the relaxation time of a frequency
band i. The relaxation time of a bandt i is defined as 1/t i

5( j 51
Nbandsg i j . In the temporally thick limit,]qW i /]t!qW i /t, imply-

ing that the transient term on the lhs of Eq.~17! may be dropped,
yielding
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Hence, the total heat flux may now be obtained by summing
over all the acoustic phonon band fluxes,qW i :

qW total5 (
i 51

Nbands21

qW i52K¹TL

where

K5 (
i 51

Nbands21
1

3

v i
2Ci~TL!

S (
j 51

Nbands

g i j D (19)

Thus, in the spatially and temporally thick limit, the energy
conservation equation@Eq. ~8!# reduces to the form

Ctotal

]TL

]t
5¹•~K¹TL!1qvol (20)

This is simply the parabolic Fourier diffusion equation.

Volumetric Specific Heat. The contribution of the acoustic
phonons to the energy density of a solid may be expressed as@7#:

u5(
p

dkW

~2p!3

\w

~e\w/kBT21!
(21)

wheredkW denotes the elemental Brillouin zone volume,kB is the
Boltzmann constant,T is temperature in K, and the summationp
is over the acoustic phonon branches. Assuming the Brillouin
zone is a sphere of radiusk, dkW54pk2dk and the specific heatC
is

C5
du

dT
5(

p
E \2w2k2e\w/kBTdk

2p2kBT2~e\w/kBT21!2
(22)

The contribution to the specific heat due to a band i in any acous-
tic branch may be expressed as

Ci5E
Dk

\2w2k2e\w/kBTdk

2p2kBT2~e\w/kBT21!2
(23)

where Dk is the width of the wavevector corresponding to the
frequency limits (Dw) of that particular band. For the total spe-
cific heat due to acoustic modes in silicon, thek range extends
from zero tokedge, wherekedge(51.139 5731010 m21) is the pho-
non wave vector value at the edge of the Brillouin zone@Fig.
1~b!#. The frequency of the LA branch at the edge of the zone is
wL57.4631013 rad/s, while for the TA branchwT52.7856
31013 rad/s. The optical band is considered to be centered at a
frequency of 9.031013 rad/s withDw51.531013 rad/s. As men-
tioned earlier, a spline fit is used to obtain aw-k representation of
the experimental dispersion curve. This equation is used to obtain
Ci for each band in the acoustic branch, and hence the totalC due
to the acoustic modes. The contribution of the three optical pho-
non modes in the Einstein approximation@7# is

Co5E
Dwo

Cwodw53
kB

V S \wo

kBT D 2 e\wo /kBT

~e\wo /kBT21!2
(24)

where wo is the frequency chosen for the optical mode (9.0
31013 rad/s in this study!,Cwo is the volumetric specific heat of
the optical modes per unit frequency, andV is the volume of a
primitive cell, given byV5(a3/4), anda55.43A0 for silicon @7#.
Figure 3 shows the computed specific heat~total, LA, TA, and O
contribution!. The experimental specific heats@51# are also plot-
ted. A good match is obtained over a wide range of temperatures.

Relaxation Rates
Impurity Scattering. The impurity or isotope scattering mecha-

nism arises from the presence of atoms with different mass. The
relaxation time for this type of scattering is given by@42,43,52–
54#:

1

t I
5

p

6
GVD~w!w2; G5(

i
f i@12~Mi /M !#2 (25)

whereMi is the mass of an atom,M is the mass of the host atom,
f i is the fractional content of atoms with massMi , which is
different from M, the scattering parameterG52.6431024 @38#
for the three Si isotopes,V is the volume per host atom, andD(w)
is the phonon density of states. Impurity scattering is an elastic
scattering process, i.e. the frequency of the scattered phonon re-
mains unaltered. This type of scattering is included in the termg i i
in Eq. ~4! by averaging Eq.~25! over the frequency band.
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Three-Phonon Interactions.There are two types three phonon
processes—Normal~N! processes and Umpklapp~U! processes.
There is a considerable literature on the role of these processes in
thermal conductivity@42,43#.U processes pose direct thermal re-
sistance whileN processes influence thermal resistance by altering
the phonon distribution. Three-phonon processes must satisfy en-
ergy ~frequency!and wave vector~momentum!conservation rules
@42–44#. Energy and momentum conservation are expressed by

w1w85w9 ~energy or frequency!
(26)

k1k85k9 ~N processes!; k1k85k91b ~U processes!

wherew, w8, andw9 are phonon frequencies,k, k8, andk9 are the
phonon wave vectors andb is the reciprocal lattice vector.

At higher temperatures~room temperature and above! in sili-
con, U processes are expected to be dominant@43#. In a semi-
conductor like silicon, the following three-phonon processes are
believed to be important

L1 T↔L; T1 T↔L; T1 L↔L
(27)

L1 T↔O; L1L↔O; T1L↔O

where L denotes LA, T denotes TA, and O the optical mode.
Expressions for the relaxation rates for some of theU processes

in Eq. ~27! have been presented in Ref.@44# and have also been
employed in Ref.@38#. The relaxation time associated with the
energy exchange between frequencies i and j for processes of the
type L1T↔L and T1T↔L is given by

1

t i j
'

2g2\

3prvph
2 vg

wiwTwjr c
2F 1

~e\wT /kBT21!
2

1

~e\wj /kBT21!
G
(28)

where i refers to the first mode~e.g., mode L on the lhs in
L1T↔L! and j refers to the resultant mode~e.g., mode L on the
rhs in L1T↔L!, vph is the phase velocity of the thermal mode
~the mode with frequencywi), vg5u]wj /]qj u at wj5wi1wT in
the direction of the reciprocal lattice vectorb, g is the Gruneisen
constant and is an adjustable parameter,r is the density of the
solid, wi is the frequency of the thermal mode,wT is the fre-
quency of the transverse branch at the edge of the first Brillouin
zone,T is the lattice temperature in K. A singleg, which is inde-
pendent of polarization and wave vector, is used. The treatment of
r c is the same as in Ref.@44#. It is important to note that in
principle these terms can be employed at any temperature@38#;

however, the computation ofr c in Ref. @38# is valid only for low
to intermediate temperatures. For example, in Eq.~28!, the T
mode in the process L1T↔L is taken to be at the edge of the
Brillouin zone @38,44#. This assumption is valid only if the
wavevector of the L mode in the lhs of L1T↔L is low. In order
to conserve momentum~or wave vector!for this U process, the
second mode~T! must lie at the edge of the zone boundary. This
assumption is not in general valid at high temperatures, but relax-
ing it would require the direct implementation of energy and mo-
mentum conservation rules, and is not attempted here. The relax-
ation rate for energy exchange between bandsi andj for processes
of the type T1L↔L is given by

1

t i j
'

g2\

3prvph
2 vg

wiwjwLr c
2F 1

~e\wj /kBT21!
2

1

~e\wL /kBT21!
G
(29)

wherei refers to the T mode on the lhs in T1L↔L, andj refers to
mode L on LHS in T1L↔L, vph is the phase velocity of the
thermal mode~mode T!, andvg is the group velocity evaluated at
wj5wL2wi . Herewi is the frequency of the thermal mode and
wL is the frequency of the longitudinal mode at the edge of the
first Brillouin zone ~the mode L on the rhs in T1L↔L!. The
relaxation rate expression for processes of the type T1L↔O,
L1L↔O and L1T↔O is @44#

1

t i j
'

g2\

3prvph
2 vg

3
wiwj

3woF 1

~e\wj /kBT21!
2

1

~e\wo /kBT21!
G
(30)

wherei refers to the first mode andj refers to the second mode on
the lhs of the interactions T1L↔O, L1L↔O, L1T↔O,vph is
the phase velocity of the thermal mode~mode i!, vg5u]wj /]qj u
at wj5wo2wi , and wo is the optical mode frequency. The ex-
pressions in Eqs.~28!–~30! involve discrete frequencies. In the
present model, the BTE is solved for frequency bands of finite
width. Hence, the expressions are integrated and then averaged
over appropriate frequency bands. The procedure is explained in
Appendix B. All possible interactions between the two bandsi and
j through any of the processes described in Eq.~27! are consid-
ered.

Numerical Solution
The finite volume method@55–57# is employed to solve the

two-dimensional~2D! BTE. The spatial domain is discretized into
rectangular control volumes, with the angular domain at any spa-
tial point discretized into nonoverlapping control angles; the cen-
troid of each control angle is denoted by the direction vectorŝ
~Fig. 2!. Each octant is divided intoNuXNf control angles. The
details of the discretization procedure are described in Refs.@56#,
@57#. The transient term in the BTE@Eqs. ~3! and ~4!# is treated
using a fully implicit scheme, while the third order accurate
SMART scheme@58,59# is used to treat the ballistic term. Each
discrete angular direction in each frequency band results in a lin-
ear set of algebraic equations, which are solved using the tridiago-
nal matrix algorithm@55#. The directions themselves are solved
sequentially using Picard iteration.

Boundary Conditions. The treatment of specular and diffuse
boundaries is similar to that described in Refs.@29#, @46#. In this
study, boundary scattering is considered elastic, implying that
the phonons in one frequency band remain in that band upon
reflection.

Results

Steady One-Dimensional Transport Between Parallel Plates.
To test the model, comparisons are made between the steady state
solution to the BTE and the published literature@50# for the prob-
lem of one-dimensional~1D! radiation between parallel plates. In

Fig. 3 Volumetric specific heat of silicon at different tempera-
tures
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the solution to the BTE, only one band is considered and its in-
teraction with the other bands/branches is turned off. This is done
so that the BTE resembles the radiative transfer equation. The
radiation problem involves two infinite black parallel plates,
maintained at different constant temperaturesT1 andT2 , contain-
ing an absorbing emitting medium in between them. The results
for the nondimensionalized energy densities,Q5(e02eb1)/(eb2
2eb1) is plotted in Fig. 4 for a range of acoustic thicknesses
(tL5L/vt). A mesh of 100 spatial cells is used and the angular
resolution is 838 in the octant. Refinement of the spatial and
angular discretization does not alter results by more than 0.5%.
The numerical solution matches well with exact solutions@50# for
a wide range of acoustic thicknesses.

1D Transient Diffusion. In order to study the limiting behav-
ior of the model, the 1D transient BTE is solved in the spatially
and temporally thick limit. The results should match those ob-
tained from the 1D transient parabolic Fourier diffusion equation
given by

C
]T

]t
5K

]2T

]x2
(31)

whereC is the total volumetric specific heat~J/m3 K! ~Fig. 3!, and
K is the thermal conductivity obtained from Eq.~19!. The results
presented here are for the case of one band and the case 33331
bands~i.e., three LA, three TA, and one optical band!. In the first
case, since only one band is considered, cross-band interaction
terms are absent@Eq. ~4!#. For the second case~33331!, how-
ever, crossband interactions are present.

Single Band Case. In this case, the parameters are chosen so
the acoustic thickness of the problem is 100. The time step is
chosen to be 0.001tdiff , wheretdiff5L2C/K is the diffusion time
constant. The time step is chosen to satisfyt!Dt!tdiff . As be-
fore, 100 spatial cells are used and the angular resolution is 838
in the octant. In Fig. 5, results at nondimensionalized time instants
t* (5t/tdiff) are shown. The results indicate a good match be-
tween solutions to the BTE and the exact solution to Eq.~31! for
all the time instants. The small discrepancies, especially at the
earlier time instants (t* 50.01) may be ascribed to the finite
acoustic thickness used in the BTE simulations.

Multiple Bands (33331). This is a case in which there are
three LA bands, three TA bands, and one optical band. The relax-
ation times are chosen so that each frequency band has an acoustic
thickness greater than 80 and the reciprocity prescribed by Eq.~6!
is satisfied. The effective inverse relaxation time for a frequency

band is given by 1/t i5( j 51
Nbandsg i j , and the acoustic thickness for

the band istLi5L/v it i , where v i is the band-averaged group
velocity obtained from the actual phonon dispersion curve~Fig.
1!. Again the time step chosen is 0.001tdiff and satisfiest!Dt
!tdiff , with t representing the effective relaxation time. Spatial
and angular resolution is the same as for the one-band case. Figure
6 compares the solutions obtained from the BTE to the exact
solutions. A good match is obtained between the solutions to the
BTE and the exact solutions at all time instants. The seven band
temperatures~three LA, three TA, and one optical! along with the
overall lattice temperature are plotted in Fig. 6. At each time in-
stant, all the band temperatures are seen to have collapsed onto the
lattice temperature, as predicted by the analysis in the spatially
and temporally thick limit. The slight discrepancy with respect to
the exact solutions may again be ascribed to the finite acoustic
thickness of the problem.

Bulk Silicon Thermal Conductivity. It is important to note
that in the results presented up to this point, the relaxation times
have been prescribed so as to yield the desired acoustic thickness.
In this section, the aim is to predict the variation of bulk thermal
conductivity of silicon with temperature. The relaxation times are
obtained by the model described in Eqs.~25!–~30!. A single value
of the Gruneisen constant~g! of 0.59 is assumed here. Since a
pure sample of single crystal silicon is considered, isotope scat-

Fig. 4 Steady 1D transport between parallel plates Fig. 5 1D transient diffusion with one spectral band

Fig. 6 1D transient diffusion, with 3 Ã3Ã1 spectral bands

Journal of Heat Transfer DECEMBER 2004, Vol. 126 Õ 951

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tering @42,43,52,53#is the only form of impurity scattering con-
sidered@Eq. ~25!#. U processes are the only three-phonon pro-
cesses considered@Eqs. ~28!–~30!#. The details of the relaxation
time treatment has been described in the earlier sections. For the
thermal conductivity computations, 150 spatial cells are used; the
angular resolution in the octant is 838. The number of frequency
bands is 63631. This frequency band discretization yields results
with a numerical accuracy of about 3%. The boundary scattering
treatment is similar to that presented in Ref.@49#. The relaxation
time due to boundary scattering is incorporated as@49#

1

tb
5

v
LF

(32)

wherev56400 ms21, L50.716 cm,F50.8 @49#. L is to be con-
strued as an equivalent sample size@L5(2/Ap)Al 1l 2, wherel 1l 2
is the sample cross section area@49#, l 15 l 250.00635 m], andF is
a geometric factor. The factorF represents a correction due to
both the smoothness of the surface and the finite length to thick-
ness of the sample@49#. A frequency-dependent group velocity
was employed in Eq.~32!, and the results were well within 1% of
the results obtained from using a single velocity of 6400 ms21 in
Eq. ~32!. Boundary scattering is incorporated by adding the term
@(ei

02ei9)/tb# on the rhs of Eq.~4!. If boundary scattering were to
be modeled more rigorously, a three-dimensional simulation of
the bulk silicon sample would be required. Such an approach
would be intensive computationally. Hence, as an approximation,
boundary scattering is incorporated as a volumetric scattering
term. The thermal conductivity is extracted by computing the total
phonon energy flux at the boundary, and is presented in Fig. 7 for
a wide range of temperatures. A reasonable match is found with
experimental data@49#. The relaxation times for three-phonon pro-
cesses are strictly appropriate only for temperatures.300 K (T
.0.5TDebyefor silicon @43#!, sinceU processes are the only three-
phonon processes considered. Nevertheless, the computations are
seen to match low-temperature data quite well. This is because, at
low temperatures, the thermal conductivity is dominated by iso-
tope and boundary scattering processes.

Undoped Silicon Thin Films. The model is used to predict
in-plane thermal conductivity for undoped silicon thin films for
which experimental data have been reported in@20–23#. A 2D
domain is considered. The top and bottom boundary of the domain
are considered reflecting. The degree of specularity is given by a
factor p; p51.0 indicates a completely specular interface, while
p50 indicates a completely diffuse interface. A small temperature
difference is maintained across the side boundaries, which are

maintained at constant temperature. Thermal conductivity is ex-
tracted by computing the phonon energy flux across the bound-
aries. For the BTE simulations, 100 cells are used in the in-plane
direction. The angular discretization is 838 in the octant, while
the frequency discretization is 63631. This numerical mesh
yields an accuracy of 3%–4%. Figure 8 shows the thermal con-
ductivity data for three different films of thicknesses 0.42, 1.6, and
3.0 mm, along with the predictions from the numerical solution to
the full phonon dispersion BTE model. The experimental data for
the 0.42 and 1.6mm films are taken from Ref.@20#, while the 3.0
mm film data comes from Ref.@21#. A specularity parameter of
p50.4 appears to give a reasonable match between the BTE re-
sults and the experimental data for all three films over a range of
temperatures. Mazumder and Majumdar@40# have used ap value
of 0.6 to obtain a match between their numerical results and ex-
perimental data for the undoped 3.0-mm-thick silicon film.

Doped Silicon Thin Films. We now attempt to match the
experimental thermal conductivity data of boron-doped 3.0-mm-
thick silicon films @21#. We follow the same simplified approach
for the additional dopant impurity scattering as Mazumder and
Majumdar@40#. The relaxation time for dopant scattering is given

Fig. 9 Doped 3.0 mm silicon thin film in-plane thermal conduc-
tivity; experimental data are from Asheghi et al. †21‡

Fig. 7 Bulk thermal conductivity of silicon at different tem-
peratures; experimental data from Holland †49‡ Fig. 8 Undoped silicon thin film in-plane thermal conductivity;

experimental data are from Asheghi et al. †20‡ „for the 0.42 and
1.6 mm films…, and from Asheghi et al. †21‡ „for the 3.0 mm film …
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by t215asrvg , wherea is a constant which is empirically de-
termined to give the best fit to the experimental data,s is the
scattering cross section@40#,r is the density of the solid, andvg is
the phonon group velocity. The value of the constant we use is 50.
This value differs from that used in Ref.@40# because of the dif-
ferences in other relaxation times used in the two studies. The
numerical mesh is the same as for the case of undoped thin films.
The corresponding results are shown in Fig. 9. We show results
for two different dopant~boron! concentrations—1.0e124 and
1.0e125 atoms/m3. Given the approximate nature of the relax-
ation time expression for dopant impurity scattering, the match
between experimental data and the BTE results over a wide range
of temperatures is fair.

Summary and Conclusions
A comprehensive model based on the solution to the BTE has

been presented. This model incorporates longitudinal acoustic,
transverse acoustic and optical phonons, and considers the inter-
actions between them via frequency-dependent relaxation times.
Selection rules involving frequency~energy!conservation have
been incorporated and the model satisfies energy conservation.
The limiting behavior of the model has been examined. Numerical
results from the model compare favorably with exact solutions for
both steady and transient cases. The numerical results for the bulk
thermal conductivity of silicon compare well with experimental
data over a wide range of temperatures. In-plane experimental
thermal conductivity data for doped and undoped silicon thin
films of varying thicknesses are matched satisfactorily over a wide
range of temperatures. The model can be applied to a wide variety
of problems involving heat conduction at micro/nanoscales, par-
ticularly in problems where the phonon groups are substantially
out of equilibrium with each other.
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Nomenclature

a 5 Lattice constant~m!
b 5 Reciprocal lattice vector~m21!
C 5 Total volumetric heat capacity~J/m3 K!

Cw 5 Volumetric specific heat per unit frequency
~J s/m3 K!

D(w) 5 Phonon density of states~m23!
etotal 5 Total energy~J/m3!

f i 5 Fraction of atoms with massMi
f w 5 Phonon distribution function
\ 5 Reduced Planck’s constant@5h/(2p),1.054

310234 J s#
kW 5 Wave vector

kB 5 Boltzmann’s constant (1.38e223 J/K)
k, k8, k9 5 Phonon wave vectors~m21!

K 5 Thermal conductivity~W/m K!
Mi 5 Mass of atomi different from host atom

NLA , NTA 5 Number of frequency bands in LA and TA
branches

Nbands5 Total number of frequency bands (NLA1NTA
11)

Nu , Nf 5 Number ofu andf divisions in an octant
qvol 5 Volumetric heat generation~W/m3!

rW 5 Position vector~m!
r c 5 Parameter describing area of interacting surface

~m!
ŝ 5 Unit direction vector
t 5 Time ~s!

T 5 Temperature~K!
u 5 Volumetric energy density~J/m3!
v 5 Phonon velocity~m/s!
V 5 Volume of a primitive cell~m3!
w 5 Phonon frequency~rad/s!
x 5 Distance along thex direction ~m!

Greek symbols

Dw 5 Frequency bandwidth~rad/s!
Dt 5 Time step~s!
Dk 5 Width of wave vector band~m21!

d 5 Unit tensor
G 5 Scattering parameter
f 5 Azimuthal angle
g 5 Gruneisen constant

g i j 5 Band-averaged inverse relaxation time for interaction
~s21!

r 5 Density of solid~kg/m3!
t 5 Relaxation time of a phonon~s!
u 5 Polar angle~deg!
Q 5 Dimensionless temperature, energy density

Subscripts

b1, b2 5 Boundaries
i 5 ith frequency band

i j 5 Property specific to bandsi and j
L 5 Lattice
o 5 Optical mode
P 5 Propagating mode
R 5 Reservoir mode
w 5 Phonon frequency

Superscripts

0 5 Equilibrium condition

Appendix A
The lhs of Eq.~4! is small in the acoustically thick limit. Drop-

ping the lhs and integrating over all solid angles, the equation for
a frequency bandi may be written as

S E
Tref

Ti

CidTD H (
j 51

Nbands

g i j J 'S E
Tref

Ti

CidTD g i i

1 (
j 51
j Þ i

NbandsH S E
Tref

Ti j

CidTD g i j J
(A1)

From Eq.~11!

E
Tref

Ti j S Ci

Dwi
1

Cj

Dwj
DdT5E

Tref

Ti Ci

Dwi
dT1E

Tref

Tj Cj

Dwj
dT, iÞ j

(A2)

Defining the variables

b i5E
Tref

Ti

CidT; b i j 5E
Tref

Ti j

CidT (A3)

Equations~A1!–~A2! may be written for all bands, leading to a
homogeneous set of equations inb i andb i j :

Ab50 (A4)

Here b5(b1 ,b12,b13, . . .b1Nbands, . . .b i ,b i2 ,b i3 , . . .
b iNbands, . . . )T.
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SinceuAuÞ0, the only solution to Eq.~A4! is b i5b i j 50 for all
i and j with iÞ j . SinceCiÞ0, Ti5Ti j 5Tj . From Eq.~12!, it
follows thatTi5Ti j 5Tj5TL , for all i, j, iÞ j .

Appendix B
As an example, consider the computation of the band-averaged

relaxation time for a frequency bandi due to a process of the type
L1T↔L. Here, the frequency bandi is on the LA branch~on the
lhs of L1T↔L!, the bandj is on the LA branch~on the rhs of
L1T↔L! and the highest frequency band of the TA branch-
constitutes the third interacting band~the mode T in L1T↔L!.
The frequency-dependent relaxation time is given by Eq.~28!.
Recall that conservation rules require

wj5wi1wT (B1)

Thus, only those frequencies in bands i and j can interact for
which Eq.~B1! is satisfied.

The contribution of this interaction to the relaxation time of the
ith band is computed as

1

t
5E

Dwoverlap

2g2\

3prvph
2 vg

wiwT~wi1wT!r c
2
* F 1

~e\wT /kBT21!

2
1

~e\~wi1wT!/kBT21!
Gdwi (B2)

Here,Dwoverlap represents that portion of the bandDwi which
overlaps bandDwj when bandDwi is translated bywT . This is
also considered a contribution to the relaxation time of bandj, as
well as to the relaxation time of the highest frequency band in the
TA branch. Contributions of this type are obtained for all such
possible processes. The net band-averaged inverse relaxation time
for all three-phonon interactions between bandsi and j is found
from

g i j 5
1

Dwi
(

1

t
(B3)

Equation~B3! assumes parallel channels for energy exchange
between the bands~Mathiessen’s rule!.
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Optimal Spacings for Mixed
Convection
This paper completes the description of geometry optimization in stacks of parallel plates
that generate heat. The spacing between plates, or the number of plates in a fixed volume,
has been maximized in two limits: pure natural convection and pure forced convection. In
this paper, the in-between regime of mixed convection is modeled numerically. After
simulating the flow and temperature fields in configurations with a variety of spacings,
this paper reports the optimal spacings and the dimensionless groups that govern them
(Rayleigh number, pressure drop number, mixed convection ratio). It shows that the nu-
merical results match the results in the limits of natural convection and forced convection.
The paper constructs a correlation that bridges the gap between the two limits, and
provides a single formula for optimal spacings covering the entire domain, from natural
convection to forced convection.@DOI: 10.1115/1.1833363#

Keywords: Constructal Theory, Forced Convection, Mixed Convection, Natural Convec-
tion, Intersection of Asymptotes Method

1 Introduction
A current research trend in heat transfer is the optimization of

flow structure, or the generation of flow geometry in flow systems
with global objective and global constraints@1#. In heat exchang-
ers and electronics cooling, for example, the global objective is
the maximization of heat transfer density. Compactness and min-
iaturization are driven by the need to install more and more heat
transfer~or ‘‘augmentation’’! in the available volume. When the
flow structure is free to ‘‘morph’’, the objective and constraints
drive the structure towards an architecture that performs at the
highest level from a global~system level!point of view.

In heat transfer, there are many examples of the generation of
geometry based on the principle of global objective and con-
straints. The simplest are the optimal spacings for heat generating
volumes cooled through channels formed between parallel plates.
Structures with optimal parallel-plates spacings have been devel-
oped for natural convection@2,3#and forced convection@4#. Spac-
ings have also been optimized for packings of cylinders in cross-
flow, staggered parallel plates, fin arrays with impinging flow: a
collection of such results is reviewed in@1#.

In this paper we extend to mixed convection the search for
optimal spacings for volumes with maximal heat transfer density.
Mixed convection bridges the gap between the structures opti-
mized for natural convection and forced convection. This previ-
ously uncharted domain offers us an opportunity to develop com-
pact correlations for optimal spacing and maximal heat transfer
density over the entire domain: natural, mixed, and forced con-
vection. We focus the study on the simplest class of flows, where
natural convection is aided by forced convection, and fluctuations
and reverse flow are absent.

2 Mathematical Formulation
Figure 1~a!shows one of the channels. The flow lengthL is

fixed by the global dimension of the package volume. The spacing
D is free to vary, and must be selected such that the total heat
transfer density is maximized. The plates are modeled as isother-
mal at the highest allowable temperatureTw . The lowest tempera-
ture is the coolant inlet temperatureT` . The fluid is newtonian.

The temperature variations in theD3L space are sufficiently
small relative to the absolute temperature so that Boussinesq ap-
proximation is valid.

The two-dimensional computational domain is shown in Fig.
1~b!. TheD3L elemental channel is fitted with an upstream sec-
tion (D3Lu) and a downstream section (D3Ld). The lengthsLu
and Ld were selected based on accuracy tests described later in
this section. The conservation equations for mass, momentum and
energy in the steady state require
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where¹25]2/]x21]2/]y2. The system of coordinates (x,y) and
the velocity components (u,v) are defined in Fig. 1. The variables
are defined in Nomenclature. The numerical work of solvingf
Eqs. ~1!–~4! is based on a dimensionless formulation using the
variables
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~ ũ,ṽ !5

~u,v !

~BeRaDP/Prr!1/2
(5)

u5
T2T`

Tw2T`
P̃5

PL

m~BeRaDP/Prr!1/2
(6)

where Ra is the Rayleigh number,

Ra5
gbL3~Tw2T`!

an
(7)

and Be is the pressure drop number@5–7#

Be5
DPL2

am
(8)

The Prandtl number is Pr5n/a. The dimensionless version of Eqs.
~1!–~4! is
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]ũ

] x̃
1 ṽ
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The flow boundary conditions are indicated in Fig. 1~b!: no slip
and no penetration on the plate surfaces;P̃51, ũ5] ṽ)/] ỹ50 at
the inlet of the computational plane;P̃50 and](ũ,ṽ/] ỹ50 at the
exit of the computational domain; and free slip and no penetration
(ũ5] ṽ/] ỹ50) at the upstream section of the computational do-
main (0< ỹ<L̃u). For the downstream section (L̃u11< ỹ<L̃u

111L̃d) domain we specified two flow boundary conditions: free
slip and no penetration (ũ5] ṽ/] ỹ50) on the left side of the
downstream section of the computational domain, and zero stress
@](ũ,ṽ)/] x̃50# on the right side of the downstream section of the
domain. By specifying]ũ/] x̃50 on this side we allow fluid to
flow horizontally into the computational domain. This entrainment
effect nullifies the unrealistic vertical acceleration~chimney ef-
fect! that would have been generated had we imposed no-slip on
that side.

The thermal boundary conditions areu51 on the plate surfaces,
and u50 on the inlet plane of the computational domain. The
remaining portions of the computational domain were modeled as
adiabatic.

We are interested in the geometric arrangement that maximize
the heat transfer density rate density,q-5q8/DL, whereq8 is the
total heat transfer rate integrated over the two plate surfaces. The
dimensionless form of the heat transfer density is

q̃5
q8

k~Tw2T`!DL
(13)

3 Numerical Method
Equations~9!–~12! were solved using a finite element code@8#

with quadrilateral elements and biquadratic interpolation func-
tions. The explicit appearance of the pressure in the momentum
equations was eliminated by using the penalty function method. In
all the simulations the compressibility parameter was between
1026 and 1029, and depended on the values of Be and Ra. The
nonlinear equations resulting from the Galerkin finite-element dis-
cretization of Eqs.~9!–~12! were solved using successive substi-
tution followed by a quasi-Newton method. As convergence cri-
teria, we used

iu~k!2u~k21!i

iuki
<1024

iR~u~k!!i
iR0i

<1024 (14)

whereR„u… is the residual vector,u is the complete solution vec-
tor, k is the iteration counter, andi•i is the Euclidian norm. The
grid was nonuniform in bothx̃ and ỹ-directions. The grid was
double graded in thex̃-direction in order to put more nodes near
the plates surfaces, to capture more accurately the boundary lay-
ers. The grid varied from one geometric configuration to the next.

Grid refinement tests were performed in two ranges: (105<Be
<107, 1023<Pr<102, Ra51! and (105<Ra<107, 1023<Pr
<102, Be51!. These tests indicated that the solutions are insen-
sitive to further grid doubling inx̃ andỹ when 200 nodes perL are
used in bothx̃ and ỹ-directions. Table 1 shows how grid indepen-
dence was achieved. Insensitivity to further grid doubling means
that the change in the total heat transfer rate was less than 1%.
Finer grids were necessary at larger Ra and Be values. For ex-
ample, in the range 105<(Ra,Be)<107 we had to use 400 nodes
per L in both x̃ and ỹ-directions.

Another set of accuracy tests showed that whenLu /L50.5 and
Ld /L50.5, the channel heat transfer rate varied less than 0.5%
after the doubling of the upstream and downstream lengths
(Lu ,Ld).

4 Numerical Results
Numerical simulations were performed for a very large number

of configurations, in order to identify accurately the optimal spac-
ings for maximal heat transfer per unit of channel volume. This
work was pursued systematically in three parts: the forced con-
vection limit, the natural convection limit, and the intersection of
the two limits; mixed convection; or a balance between forced and
natural convection. We followed this approach for two reasons.
First, the focus on the two limits allow us to validate our numeri-
cal results against results that are well documented for natural and
forced convection@1,8–12#. Second, the work of correlating the
more complicated results of mixed convection benefits greatly
from an understanding of what the proper correlations should be
in the simpler limits.

Fig. 1 Computational domain and boundary conditions for
parallel plates channel

Table 1 Grid refinement test for the forced convection limit,
natural convection limit, and mixed convection „PrÄ1, L̃ uÄL̃ d
Ä0.5…

Number of nodes per
L in x̃ and ỹ

directions

q̃
Ra51, Be5106

D̃50.1

q̃
Ra5106, Be51

D̃50.1

q̃
Ra5Be5105

D̃50.04

50 531.35 412.05
100 486.53 372.17 3059.4
200 486.32 372.24 2779.7
400 486.46 372.34 2756.5
800 2756.1

Journal of Heat Transfer DECEMBER 2004, Vol. 126 Õ 957

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Forced Convection. To place the flow in forced convection
limits we set Ra to a very low level, Ra51, and Be in the high
range of 105<Be<107. We simulated the flow and temperature
fields for many spacingsD̃, and monitored the dimensionless heat
transfer density, Eq.~13!. We then located the maximum of this
function with respect toD̃. The optimal spacingD̃opt and maxi-
mum heat transfer rate densityq̃m are shown in Figs. 2~a!and
3~a!.

We repeated this work for several Pr values, and found that two
patterns of behavior emerge. In the range 0.001<Pr<1, the di-
mensionless optimal spacing decreases slightly as Pr increases,
while in the range 1<Pr<100,D̃opt is fairly constant. Figure 3~a!
shows the behavior of heat transfer rate versus Be and Pr. In the
range 0.001<Pr<1, the maximal heat transfer rate density in-
creases slightly with Pr, and becomes constant when Pr>1.

This first set of results was used to develop a correlation for
optimal spacings. In the limit of forced convection and Pr>0.5,
the theoretical spacing D˜

opt and maximalq̃m are @4#

D̃opt>2.73 Be21/4 (15)

q̃m%0.62 Be1/2 (16)

These formulas suggest that we may replot Figs. 2~a! and 3~a!as
shown in Figs. 2~b!and 3~b!. These figures show that in the limit
of Pr>0.5 the present work agrees with the earlier results pub-
lished for pure forced convection. In the present work we ex-
tended the Prandtl number range to Pr,0.5. It is worth mention-
ing that the theoretical optimal spacings of Bejan and Sciubba@4#
Eq. ~15!, were verified later based on numerical experiments
@11,12#.

Natural Convection. In this limit we set Be51, and varied
Ra and Pr in the range 105<Ra<107 and 1023<Pr<102. The
results are shown in Figs. 4~a! and 5~a!. The theoretical solution
for this limit predicts@2,3#

D̃opt>2.3 Ra21/4 (17)

q̃m%0.45 Ra1/2 (18)

Equations~17! and ~18! are the basis for the more compact rep-
resentation shown in Figs. 4~b! and 5~b!. The Prandtl number has
an effect on this correlation. Regarding@2# and @3#, one reviewer
of the original version of this paper argued that@3# should be
deleted because ‘‘it is unacceptable for an archival journal article
to refer to an end-of-chapter textbook exercise’’. We disagree,
because we do not believe that the originality of an idea is indi-
cated by the reputation of the publication or publisher, e.g., the
ASME versus Wiley. The originality of an idea is indicated by the
moment when it was communicated to the public. This is why
every publication has a date. Reference@2# appeared in the August
1984 issue of this journal. Bejan’s convection book@3# appeared
the same month, in fact,@2# and @3# were both on display at the
August 1984 National Heat Transfer Conference in Niagara Falls,
NY. We see nothing wrong or unusual about this: good ideas may
occur to more than one individual at the same time. More inter-
esting is that what this journal rightly published as a full length
paper@2# can also be anticipated with pencil and paper as a book
exercise@3# based on an original method: the intersection of
asymptotes@13#.

The Pr Effect. The correlation of the Pr effect is based on
the technique of Churchill and Usagi@14,15#. We assumed the
function

A~Pr!5@~c1!n1~c2Prc3!n#1/n (19)

and determined the best set (c1 ,c2 ,c3 ,n) that minimizes the scat-
ter due to Pr when presenting the data asD̃optBe1/4/A~Pr) and
D̃optRa1/4/A(Pr). The objective is to line up the data horizontally,

as shown in Figs. 2~c! and 4~c!. The constantsc15263, c2

52.83, c350.667, andn50.52 correlate Be1/4/A(Pr)>0.0114
with standard deviation of60.0006, as shown in Fig. 2~c!. The
same constants correlateD̃optRa1/4/A(Pr)>0.0104 with a standard
deviation of60.00033.

Fig. 2 The effect of Prandtl number and pressure drop number
on the optimal spacing in the forced convection limit
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For the maximum heat transfer density, we constructed the Pr
function

B~Pr!5@~c4!2m1~c5Prc6!2m#21/m (20)

and determined the set (c4 ,c5 ,c6 ,m) that minimizes the scatter

due to Pr. The correlations for q̃mBe21/2/B~Pr) and
q̃mRa21/2/B~Pr) are shown in Figs. 3~c!and 5~c!. The correlation
shown in Fig. 3~c!is q̃mBe21/2/B(Pr)>0.035, with a standard
deviation of 60.00125, for whichc4515.5, c55181, c650.81,
and m50.51. The same constants were used in Fig. 5~c!, where

Fig. 3 The effect of Prandtl number and pressure drop number
on the maximal heat transfer rate density in the forced convec-
tion limit

Fig. 4 The effect of Prandtl number and Rayleigh number on
the optimal spacing in the natural convection limit
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q̃mRa21/2/B(Pr)>0.028, with a standard deviation of60.001. Al-
though the Prandtl number effect on the correlation is weak, it is

difficult to correlate especially at low Pr. The reason is that the
viscous boundary layers are thin and more difficult to capture
numerically.

Mixed Convection. Consider now the range where natural
convection and forced convection have comparable strengths.
First, we fixed Pr51, and started with a case of strong natural
convection combined with strong forced convection: Ra5Be
5105. In this way we confirmed thatq̃ has a maximum with
respect toD̃, as shown in Fig. 6.

In the second phase, we fixed the natural convection strength at
Ra5105 and varied the forced convection strength in the range
105<Be<107. The optimization results are reported as the left-
most branches ofD̃optBe1/4 and q̃mBe21/2 in Figs. 7~a!and 8~a!.
The abscissa parameter is (Ra/Be)1/4. We will see that this choice
of abscissa leads to a compact reporting of all the optimal mixed-
convection results generated by this work.

In the third phase we fixed Be5105, and varied the natural
convection strength in the range 105<Ra<107. The results for
optimal spacing and maximal heat transfer density have been
added to Figs. 7~a!and 8~a!. This new phase of the work extended
the curves of Figs. 7 and 8 to the right of (Ra/Be)1/4;1.

In the fourth phase, we investigated the effect of the Prandtl
number on D˜ opt and q̃m . We accomplished this by repeating the
second and third phases for several different Pr values in the range
1023<Pr<102. These results are shown in Figs. 7~a! and 8~a!.
The Pr effect is similar to what we found for pure natural convec-
tion and pure forced convection in Figs. 2~a!, 3~a!, 4~a!, and 5~a!.

Global Correlation for Mixed Convection. Our ultimate ob-
jective was to develop a single correlation for optimal spacings for
the entire domain covered by this study. First, we correlated the
mixed convection data of Fig. 7~a! by using the composite relation
A(Pr) from Figs. 2~c!and 4~c!, and then we replotted these data as
Fig. 7~b!. Next, we constructed a new composite relation,

C~h!5F r 1
n1S r 2

h D nG1/n

(21)

which accounts for the mixed convection effecth5(Ra/Be)1/4.
The constants that minimize the scatter due to (Ra/Be)1/4 are r 1
517.69, r 2528.27 andn522.08. As shown in Fig. 7~c!, the
correlation is

D̃optBe1/4/AC>1.7631024 (22)

for which the standard deviation is66.431026.

Fig. 5 The effect of Prandtl number and Rayleigh number on
the maximal heat transfer rate density in the natural convection
limit

Fig. 6 The effect of channel spacing on the heat transfer den-
sity in mixed convection
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Fig. 7 The effect of the mixed convection parameter „RaÕBe… 1Õ4

and Prandtl number on the optimal spacing

Fig. 8 The effect of the mixed convection parameter „RaÕBe… 1Õ4

and Prandtl number on the maximal heat transfer rate density
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We devised a similar procedure for the maximal heat transfer rate
density, Fig. 8~a!. The Pr effect was correlated by using the com-
posite relation B~Pr!, as shown in Figs. 3~c!and 5~c!. This relation
was used to plot Fig. 8~b!. A new composite relation was then
constructed to account for the mixed convection effect

E~h!5@r 3
m1~r 4h2!m#1/m (23)

where, again,h5(Ra/Be)1/4. The constants (r 3 ,r 4 ,m) were opti-
mized in order to replot Fig. 8~b! such that the scatter due toh is
minimized, and the data forq̃mBe21/2/BE line up as a straight line
as shown in Fig. 8~c!. The optimized constants arer 35511, r 4
5110.5, andm50.9. The correlation is

q̃mBe21/2/BE>0.0011 (24)

with a standard deviation of61.0631024.

5 Conclusions
This paper covered the mixed convection gap between the op-

timal spacings known to exist in the limits of pure natural con-
vection and pure forced convection. It showed that optimal spac-
ings also exist in channels with mixed convection, and that they
can be correlated smoothly with the optimal spacings for natural
and forced convection.

The success of the universal correlation~Eq. ~22!, ~24!! is due
to the systematic manner in which it was developed. First, the
accuracy of the numerical simulation and optimization was tested
against the known natural and forced convection limits. This
‘‘pinned’’ the ends of the correlation on firm ground. The middle
of the correlation was then developed in a sequence of two steps,
each step isolating the effect of one of the dimensionless groups
that govern the optimized flow structure: the Prandtl number, and
the mixed convection ratio Ra/Be.

The construction of the universal correlation shows once more
that Ra and Be play equivalent roles in the limits: Ra is the di-
mensionless temperature difference that drives natural convection,
and Be is the dimensionless pressure drop that drives forced con-
vection. Another basic message is that optimal spacings represent
flow structures with maximal heat transfer density, and that maxi-
mal density can be achieved through the generation~construction!
of flow architecture under constraints@1#.

One reviewer commented on the fact that in the current litera-
ture mixed convection is described in terms of Ra and the Rey-
nolds number Re, and that the transition between natural and
forced convection is governed by the ratio Gr/Re2 ~incidentally,
this is incorrect; the correct ratio for Pr*1 fluids is Ra/Re2 Pr4/3,
or Gr/Re2 Pr1/3, cf. Fig. 4.13 in@16#!. The reviewer’s observation
applies to cases where the forced convection is ‘assumed’ to have
a fixed~known! inlet velocity. In such cases, optimal spacings do
not exist in forced convection. On the contrary, in this paper
forced convection is driven by the imposed pressure difference,
which is consistent with the fact that natural convection is driven
by the imposed temperature difference. This is why in the present
case the relevant dimensionless groups for mixed convection are
Be and Ra, and why the transition between forced and natural
convection is governed by the ratio Ra/Be, cf. Figs. 7 and 8.
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Nomenclature

A 5 function, Eq.~19!
B 5 function, Eq.~20!

Be 5 pressure drop number, Eq.~8!
c1 , . . . ,c6 5 constants

C 5 function, Eq.~21!
D 5 spacing between parallel plates, m

E 5 function, Eq.~23!
k 5 thermal conductivity, W/m K
L 5 flow length, m

Ld 5 downstream length, m
Lu 5 upstream length, m
m 5 exponent
n 5 exponent
P 5 pressure, Pa
Pr 5 Prandtl number

r 1 , . . . ,r 4 5 constants
Ra 5 Rayleigh number, Eq.~7!

q 5 total heat transfer rate, W
q̃ 5 dimensionless heat transfer density, Eq.~13!

q8 5 heat transfer rate per unit length, W/m
q- 5 heat transfer rate density, W/m3

T 5 temperature, K
Tw 5 wall temperature, K
T` 5 inlet temperature, K

u, v 5 velocity components, m/s
x, y 5 cartesian coordinates, m

Greek Symbols

a 5 thermal diffusivity, m2/s
DP 5 pressure difference, Pa

h 5 mixed convection group, (Ra/Be)1/4

u 5 dimensionless temperature
m 5 viscosity, kg/sm
n 5 kinematic viscosity, m2/s
r 5 density, kg/m3

Subscripts

m 5 maximum
opt 5 optimum

w 5 wall

Superscripts

~;! 5 dimensionless variables, Eq.~5!

References
@1# Bejan, A., 2000,Shape and Structure: From Engineering to Nature, Cam-

bridge University Press, Cambridge, UK.
@2# Bar-Cohen, A., and Rohsenow, W. M., 1984, ‘‘Thermally Optimum Spacing of

Vertical, Natural Convection Cooled, Parallel Plates,’’ ASME J. Heat Transfer,
106, pp. 116–123.

@3# Bejan, A., 1984,Convection Heat Transfer, Wiley, New York, Problem 11, p.
157, Chpt. 4.

@4# Bejan, A., and Sciubba, E., 1992, ‘‘The Optimal Spacing for Parallel Plates
Cooled by Forced Convection,’’ Int. J. Heat Mass Transfer,35, pp. 3259–3264.

@5# Bhattacharjee, S., and Grosshandler, W. L., 1988, ‘‘The Formation of Wall Jet
Near A High Temperature Wall Under Microgravity Environment,’’ASME
HTD 96, ASME, New York, pp. 711–716.

@6# Petrescu, S., 1994, ‘‘Comments on the Optimal Spacing of Parallel Plates
Cooled by Forced Convection,’’ Int. J. Heat Mass Transfer,37, p. 1283.

@7# Furukawa, T., and Yang, W.-J., 2003, ‘‘Thermal Optimization of Channel
Flows With Discrete Heating Sections,’’ J. Non-Equilib. Thermodyn.,28, pp.
299–310.

@8# FIDAP Theory Manual, 1998, Fluid Dynamics International, Evanston, IL,
Revision 8.6.

@9# Anand, N. K., Kim, S. H., and Fletcher, L. S., 1992, ‘‘The Effects of Plate
Spacing on Free Convection Between Heated Parallel Plates,’’ ASME J. Heat
Transfer,114, pp. 515–518.

@10# Kim, S. J., and Lee, S. W., eds., 1996,Air Cooling Technology for Electronic
Equipment, CRC Press, Boca Raton, FL, Chap. 1.

@11# Mereu, S., Sciubba, E., and Bejan, A., 1993, ‘‘The Optimal Cooling of a Stack
of Heat Generating Boards With Fixed Pressure Drop, Flow Rate or Pumping
Power,’’ Int. J. Heat Mass Transfer,36, pp. 3677–3686.

@12# Fowler, A. J., Ledezma, G. A., and Bejan, A., 1997, ‘‘Optimal Geometric
Arrangement of Staggered Plates in Forced Convection,’’ Int. J. Heat Mass
Transfer,40, pp. 1795–1805.

@13# Lewins, J., 2003, ‘‘Bejan’s Constructal Theory of Equal Potential Distribu-
tion,’’ Int. J. Heat Mass Transfer,46, pp. 1541–1543.

@14# Churchill, S. W., and Usagi, R., 1972, ‘‘A General Expression for Correlation
of Rates of Transfer and Other Phenomena,’’ AIChE J.,18, pp. 1121–1128.

@15# Churchill, S. W., and Chu, H. H. S., 1975, ‘‘Correlating Equations for Laminar
and Turbulent Free Convection From Vertical Plates,’’ Int. J. Heat Mass Trans-
fer, 18, pp. 1323–1329.

@16# Bejan, A., 2004,Convection Heat Transfer, third edition, Wiley, New York.

962 Õ Vol. 126, DECEMBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nadeem Hasan
Research Scholar,

Dept. of Applied Mechanics,
IIT Delhi,

New Delhi, India-110016

Sanjeev Sanghi
Assoc. Prof.,

Dept. of Applied Mechanics, IIT Delhi,
New Delhi, India-110016

The Dynamics of Two-
Dimensional Buoyancy Driven
Convection in a Horizontal
Rotating Cylinder
The present study involves a numerical investigation of buoyancy induced two-
dimensional fluid motion in a horizontal, circular, steadily rotating cylinder whose wall is
subjected to a periodic distribution of temperature. The axis of rotation is perpendicular
to gravity. The governing equations of mass, momentum and energy, for a frame rotating
with the enclosure, subject to Boussinesq approximation, have been solved using the
Finite Difference Method on a Cartesian colocated grid utilizing a semi-implicit pressure
correction approach. The problem is characterized by four dimensionless parameters: (1)
Gravitational Rayleigh number Rag ; (2) Rotational Rayleigh number RaV ; (3) Taylor
number Ta; and (4) Prandtl number Pr. The investigations have been carried out for a
fixed Pr50.71 and a fixed Rag5105 while RaV is varied from 102 to 107. From the
practical point of view, RaV and Ta are not independent for a given fluid and size of the
enclosure. Thus they are varied simultaneously. Further, an observer attached to the
rotating cylinder, is stationary while the ‘‘g’’ vector rotates resulting in profound changes
in the flow structure and even the flow direction at low enough flow rates~RaV,105!
with phase ‘‘fg’’ of the ‘‘g’’ vector. For RaV>105, the global spatial structure of the flow
is characterized by two counter-rotating rolls in the rotating frame while the flow struc-
ture does not alter significantly with the phase of the rotating ‘‘g’’ vector. The frequency of
oscillation of Nusselt number over the heated portion of the cylinder wall is found to be
very close to the rotation frequency of the cylinder for RaV<105 whereas multiple fre-
quencies are found to exist for RaV.105. The time mean Nusselt number for the heated
portion of the wall undergoes a nonmonotonic variation with RaV , depending upon the
relative magnitudes of the different body forces involved.
@DOI: 10.1115/1.1833370#

Keywords: Cylinder, Enclosure Flows, Heat Transfer, Natural Convection, Rotating

1 Introduction
The problem of natural convection in a nonuniformly heated

horizontal cylinder is of relevance in areas like thermal energy
storage, crystal growth, metallurgy and process equipment. In this
connection two basic heating configurations have been studied:
one in which the temperature maximum is at the bottom and the
other where the temperature maximum is along the side of the
cylinder wall. For the side heating case a number of studies have
been performed. Ostrach@1# considered the steady laminar flow
generated in a horizontal cylinder by an imposed cosine tempera-
ture distribution on the cylinder wall. The temperature extremas
were along the horizontal diameter. Experiments on a similar con-
figuration were performed by Martini@2#. Brooks and Ostrach@3#
experimentally investigated natural convection in a horizontal cyl-
inder by varying the location of temperature extremas on the pe-
riphery of the cylinder. Weinbaum@4# investigated the convection
phenomenon in a horizontal cylinder for different locations of
temperature extremas on the wall of the cylinder. He also carried
out a linear stability analysis for the bottom heating case. Surpris-
ingly though, there have been few numerical studies for natural
convection in a horizontal cylinder. Hellums and Churchill@5#,
Heinrich and Yu@6# and more recently Xin et al.@7# have inves-
tigated the problem numerically. Xin et al. have provided detailed
information regarding flow structure and heat transfer for a range
of Rayleigh and Prandtl numbers for the case of temperature ex-

tremas along the horizontal diameter. Their investigation revealed
that the flow is essentially of the boundary layer type with motion
confined to a thin layer close to the cylinder wall and the core
being nearly isothermal and stagnant. They have also carried out a
linear stability analysis to determine the critical Rag for the loss of
stability of steady convection.

The current study is motivated by the fact that rotation can
significantly influence the convective motion due to nonuniform
heating when the Coriolis and Centrifugal forces are in compa-
rable magnitudes with the thermal buoyancy. There have been a
number of numerical as well as experimental studies involving
thermal convection in horizontal layers rotating about a vertical
axis parallel to gravity@8–10#. Invariably all of these studies ne-
glect Centrifugal buoyancy forces so that the results apply only
for low rotation rates governed by the condition centrifugal accn/
gravitational accn!1. In the numerical works both rigid as well as
stress free boundaries were treated. It was found that rotation has
a stabilizing effect with critical Ra increasing with an increase in
the rotation rate or the Taylor number. A numerical study by Vero-
nis @8# revealed that the Prandtl number affects the flow and ther-
mal structures significantly. For the limit of an infinite Prandtl
number Kupper and Lortz@9# showed that no stable steady state
convective flow exists beyond a certain critical value of Taylor
number. Rossby@10# experimentally found that for water atRag

.104, the Nusselt number was found to increase with Taylor
number. The opposite trend is observed for air. More recently,re-
searchers have started focussing on convection in differentially
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heated, rotating cubical enclosures. Lee and Lin@11# numerically
investigated the three-dimensional flow in a rotating, differentially
heated, cubical cavity.

While most of the studies involving rotation consider rotation
about an axis parallel to gravity vector, there have been very few
studies with rotation axis perpendicular to gravity or any compo-
nent of gravity. This scenario introduces an explicit time depen-
dency of the gravitational buoyancy force in the rotating frame of
reference. Hamady et al.@12# investigated, both numerically and
experimentally, 2D natural convection in an air filled differentially
heated square enclosure rotating about an axis perpendicular to
the plane of motion. Their investigation was carried out at low
enough rotation rates so that the centrifugal or rotational buoy-
ancy was insignificant. To the authors’ knowledge, the work of
Ker and Lin @13# which focused on 3D flow in a tilted, rotating,
differentially heated cubical enclosure is perhaps the only detailed
numerical and experimental study for the case of the rotation axis
perpendicular to the component of gravity. They found that the
oscillation levels of the flow field and the heat transfer rates could
be effectively controlled using rotation. Ker and Lin, however,
carried out a dimensional study and have not correlated the flow
structure to the different body forces involved. Further, they have
not investigated the effect of rotation of the ‘‘g’’ vector on the
flow structure. To the best of this author’s knowledge, the case of
a differentially heated horizontal cylinder, rotating about its axis,
has not been numerically investigated by any worker. Since the
rotation axis is perpendicular to the gravity vector, the Centrifugal
or Rotational Buoyancy and the Coriolis Forces lie within the
cross sectional plane of the cylinder. Thus, excluding the end ef-
fects, the flow generated relative to solid body rotation, essentially
has a two-dimensional structure. Three dimensionality can only be
generated through inherent instabilities of the flow to three-
dimensional perturbations. It is felt that two-dimensional calcula-
tions for the case of a horizontal rotating cylinder provide a good
platform for understanding the basic flow dynamics and the roles
played by the time varying Gravitational Buoyancy, the Rotational
Buoyancy and the Coriolis forces in affecting the flow structure.

In Section 2 we present the formulation of the problem com-
prising of the governing equations and the numerical scheme em-

ployed. In Section 3, validation of the code is presented. In Sec-
tions 4 and 5, the results and conclusions are presented.

2 Formulation

2.1 Governing Equations. The formulation of the problem
of buoyancy~gravitational and rotational! induced motion of a
fluid in a two-dimensional circular enclosure is done by utilizing
the conventional Boussinesq approximation to the governing
equations of mass, momentum and energy, in a frame rotating
with the enclosure. Figure 1 shows the geometry of the problem
together with the Cartesian rotating frame. It is assumed that the
temperature perturbation is applied impulsively to the wall of a
steadily rotating cylinder with the fluid in a state of solid body
rotation at timet50. The problem is formulated using a Cartesian
frame in order to avoid the numerical difficulties at the origin in
the cylindrical polar frame. The governing equations in nondimen-
sional form are:

Mass:

]u

]x
1

]v
]y

50 (1)

x-momentum:

]u

]t
52

]pm

]x
1Rag Pru sin~Ta0.5Prt!2RaV Prux12 Ta0.5Prv

2u
]u

]x
2v

]u

]y
1Pr¹2u (2)

y-momentum:

]v
]t

52
]pm

]y
1Rag Pru cos~Ta0.5Prt!2RaV Pruy22 Ta0.5Pru

2u
]v
]x

2v
]v
]y

1Pr¹2v (3)

Energy Equation:

Fig. 1 Geometry of the problem
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]u

]t
52u

]u

]x
2v

]u

]y
1¹2u (4)

The length, time and velocity scales employed in the nondimen-
sionalization areR, R2/k, k/R. The pressurepm in ~2! and~3! is
the dimensionless motion pressure over and above the dimension-
less pressure in the solid body rotation state with respect to a fixed
frame or a hydrostatic state with respect to an observer rotating
with the cylinder, at a uniform temperatureT0 and densityr0 .
This is the rotational analogue of piezometric pressure.

As pointed out by Ker and Lin@13#, the ratio of Taylor Number
to Rotational Rayleigh Number is given as 1/(b DT Pr). Since the
product~b Pr! is nearly the same for commonly occurring liquids
and gases and isO(1023°C21), this ratio essentially depends on
the amplitude of the imposed temperature perturbation. For the
validity of linear variation of density with temperature in the
Boussinesq approximation,DT is generally taken to beO(10°C).
This provides an approximate order of the ratio of the two num-
bers viz. Ta and RaV to beO(102) for commonly occuring fluids
like air and water. In the current investigation we take this ratio to
be fixed and equal to 100.

Boundary conditions used are:

u50, v50, u52cos~a! on x21y251.0 (5)

The initial conditions are as follows:

u50, v50, u50, pm50 for x21y2,1.0 (6)

2.2 Numerical Scheme

2.2.1 Discretization. For the purpose of capturing the un-
steady physics of the flow we employ a semi-implicit, pressure
correction type scheme, on a nonstaggered mesh and utilize the
concept of momentum interpolation of Rhie and Chow@14# in
order to avoid grid scale pressure oscillations that can result, ow-
ing to decoupling between the velocity and pressure at a grid
point. The scheme is described by Hirsch@15# and is conceptually
similar to the SMAC algorithm given by Amsden and Harlow
@16#. Guided by the works of Kim and Benson@17# and Cheng
and Armfield@18# who have demonstrated the computational ef-
ficiency of SMAC scheme over the SIMPLE, SIMPLEC, and
PISO methods for computing of unsteady, incompressible flows,
the present work also utilizes a scheme that is essentially similar
to SMAC.

The time integration of momentum and energy equations is
performed using a first-order Euler method to obtain the guessed
velocity field at the new time step. Formally the scheme is given
as follows:

ūi , j
n115ui , j

n 1dtH Hi , j
n 2S ]p

]x D
i , j

n J (7a)

v̄ i , j
n115v i , j

n 1dtH Gi , j
n 2S ]p

]y D
i , j

n J (7b)

u i , j
n115u i , j

n 1dt$Fi , j
n % (7c)

Also,

ui , j
n115ui , j

n 1dtH Hi , j
n 2S ]p

]x D
i , j

n11J (8a)

v i , j
n115v i , j

n 1dtH Gi , j
n 2S ]p

]y D
i , j

n11J (8b)

where superscriptn indicates the flow field at time leveln, while

the superscriptn11 represents the flow field at time leveln11.
The overbar is used to represent the guessed velocity components
at time leveln11 which do not satisfy continuity. The velocity
and pressure corrections (ui , j8 , v i , j8 andpi , j8 ) are defined as:

ui , j8 5ui , j
n112ūi , j

n11

v i , j8 5v i , j
n112 v̄ i , j

n11

pi , j8 5pi , j
n112pi , j

n (9)

The relationship between velocity corrections and pressure correc-
tions can be obtained by subtracting Eq.~7a! from Eq. ~8a! and
Eq. ~7b! from Eq. ~8b!, respectively. This yields the following
relations:

ui , j8 52dtS ]p8

]x D
i , j

v i , j8 52dtS ]p8

]y D
i , j

(10)

The pressure correction must be such that it enforces continuity at
the new time level. This is achieved as follows:

S du

dxD
i , j

n11

1S dv
dy D

i , j

n11

50 (11)

S dū

dxD
i , j

n11

1S d v̄
dy D

i , j

n11

1S du8

dx D
i , j

1S dv8

dy D
i , j

50 (12)

Using Eq.~10! we get

d

dx S ]p8

]x D
i , j

1
d

dy S ]p8

]y D
i , j

5S 1.0

dt D F S dū

dxD
i , j

n11

1S d v̄
dy D

i , j

n11G
(13)

The pressure correction is thus obtained by solving the above
Poisson equation.

The pressure correction is obtained in the interior from Eq.~13!
subject to the condition:

]p8

]n
50 (14)

where n is the local normal direction to the boundary of the
domain.

This condition stems from the fact that the fluid cannot pen-
etrate into the wall. Hence, its normal component at the solid wall
must vanish. The current method is thus similar to the SMAC
method where the guessed velocity field obtained from the mo-
mentum equations is corrected by adding irrotational velocity cor-
rections to enforce continuity at the new time level.

The discretization of~13! needs to be handled carefully as a
central discretization of terms on both sides of~13! leads to an
effective discrete equation for~13! on a mesh twice as coarse as
the actual grid. Further, central discretization of the divergence
term on the right hand side of~13! results in pressure–velocity
decoupling. These effects generally lead to spurious grid scale
pressure oscillations@18,19#. In order that the scheme does not
permit such nonphysical solutions specifically due to the above
mentioned reasons, the discretization of~13! is carried out as
follows:
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In Eq. ~13! the divergence operatord/dx is discretized as

d

dx S ]p8

]x D
i , j

>S 2.0

dx11dx2D F S ]p8

]x D
i 11/2,j

2S ]p8

]x D
i 21/2,j

G
S dū

dxD n11

>S 2.0

dx11dx2D @ ūi 11/2,j
n11 2ūi 21/2,j

n11 # (15)

wheredx15xi 112xi anddx25xi2xi 21 .
The pressure gradients are discretized as:

S ]p8

]x D
i 11/2,j

5
pi 11,j8 2pi , j8

dx1

S ]p8

]x D
i 21/2,j

5
pi , j8 2pi 21,j8

dx2
(16)

The velocitiesūi 11/2,j
n11 and ūi 21/2,j

n11 are obtained using a special
interpolation procedure of Rhie and Chow@14#. This is given as
follows:

ūi 11/2,j
n11 50.5~upi 11,j

n11 1upi , j
n11!2dtS pi 11,j

n 2pi , j
n

dx1 D
ūi 21/2,j

n11 50.5~upi , j
n111upi 21,j

n11 !2dtS pi , j
n 2pi 21,j

n

dx2 D (17)

The velocityupi , j
n11 is obtained from Eq.~7a! without the pressure

gradient term. The compact discretization in~15! and ~16!
together with Rhie and Chow interpolation, to obtain the guessed
velocities midway between adjacent grid points, helps to maintain
the coupling between the velocity and pressure fields. It is
worth mentioning here that the above discretization should not be
regarded as an attempt to a priori suppress the ‘‘wiggles’’ as they
can still appear due to several factors like improper grid spacing
in regions of high gradients, improper specification of boundary
and initial conditions as discussed by Gresho and Sani@20#.
In fact, during the validation exercise involving thermally driven
convection in a stationary cylinder, wiggles were observed
in the flow field for some improperly spaced grids. These spatial
oscillations were removed using properly spaced grids as sug-
gested in @20#, and grid independence was established. The
discrete Poisson equation is solved numerically using Stone’s SIP
procedure@19#.

Equations~10! and ~13! are used only in the interior to obtain
the corrections and hence the flow field at the new time step. At
the walls the no-slip condition is explicitly specified for the ve-
locities. The pressure at the boundary is updated through the nor-
mal momentum equation. These conditions are the same as em-
ployed in @18#.

Owing to explicit first-order Euler integration to obtain the tem-
perature and guessed velocities at the new time level, Eqs. 7~a!–
7~c! together with initial conditions given in~6! constitute an in-
tial value problem. In this regard the Cauchy–Kovalevskaya
theorem can be utilized to assess whether the intial value problem
is well posed or not. According to the theorem, for an intial value
problem, specified through a set of quasi-linear pdes involving
several unknowns or dependent variables, the problem is well
posed if the coefficients of the set of equations are analytic over
the intial data or conditions@21#. Thus it can be judged that the
problem considered is well posed.

2.2.2 Consistency, Stability and Accuracy.The consistency
of the numerical scheme in 2.2.1 has been checked and it has been
found that the scheme is fully consistent and the original pde’s are
recovered asdt→0, (Dx,Dy)→0. Since the scheme employs an
explicit time integration~Eqs. 7~a!–7~c!!, the maximum time step
needed for stable computations on a given grid is governed by
some stability criterion. For the current investigation, the proper
time step leading to stable computations was determined through
experimentation or trials. The linear stability procedures like the
Von Neumann Method or the Matrix Method are strictly appli-
cable only to linear difference equations. For difference equations
involving two or more dependent variables, the Von Neumann
conditions are necessary but not sufficient conditions for the sta-
bility of the scheme@22#. In the absence of any universally appli-
cable method for a complex, coupled, and nonlinear problem like
the one under consideration, it was considered appropriate to de-
termine the time step through experimentation or trials. However,
the trials are guided by the physical criteria that for an explicit
treatment of convection and viscous terms the time step should be
such that the disturbance at any point is not allowed to propagate
by a distance more than a grid spacing under the combined influ-
ence of diffusion and convection@19#. Heinrich and Yu@6# have
treated the nonlinear convection terms explicitly, and have based
their time step estimation on the above criteria.

For the interior nodes, the convection terms are discretized us-
ing a hybrid scheme of a fourth-order, symmetric four point cen-
tral differencing and a third-order Taylor series based upwinding
scheme employing two points on the upstream side and one point
on the downstream side of the grid point under consideration. The
choice between upwinding and central differencing is made on the
basis of the local cell Peclet number. IfuPeu,2 then central differ-
encing is preferred, otherwise upwinding is utilized. For near
boundary nodes, the convective terms are discretized using a
second-order central differencing. The viscous terms are dis-
cretized using a fourth-order five point, symmetric, central differ-
encing in the interior while a second-order three point, symmetric,
central differencing scheme is utilized for near boundary nodes.
The local orders of accuracy of the various discretizations are for
a uniformly spaced grid.

3 Validation
Xin et al. @7# have provided detailed numerical solutions for the

nonrotating situation with temperature extremas located across the
horizontal diameter. A structured Cartesian grid has been gener-
ated such that the intersection of grid lines lies on the boundary of
the circular domain, thereby ensuring that a grid point lies on the
domain boundary for the specification of boundary conditions.
This limits the choice of grid spacing to one of the spatial direc-
tions only. A typical 91391 grid has been spaced in thex direction
with a minimum spacing of 531024 at x521.0 and a maximum
spacing of 0.038 nearx50 or the center of the enclosure. The grid
spacing has been adjusted so that the angular spacing of grid
points on the boundary does not exceed 1.5 deg. The grid spacing
is kept symmetric aboutx50. Since the geometry is symmetric
about bothx50 and y50 the grid is also symmetric abouty
50. The circumferential variations in the flow variables are found
to be extremely sensitive to the angular spacing of the grid points
on the boundary and therefore through different trials the grid
spacing had to be adjusted to yield smooth and grid independent
solutions for the fixed cylinder problem. This sensivity is due to
the fact that, since the grid points are forced to lie on the circular
boundary, the angular spacing of grid points on the boundary es-
sentially govern the grid spacings both in thex andy directions for
the entire mesh. Further, for the nonrotating case, the flow is of a
boundary layer type with motion essentially confined to a thin
layer close to the wall. Hence as discussed by Gresho and Sani
@20#, if the grid spacing in the wall normal direction is not
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appropriate to generate strong enough diffusion to balance the
strong advection, oscillations or ‘‘wiggles’’ tend to show up in the
numerical solution. Thus suitably spaced grid points, which are in
turn governed by their angular spacing on the boundary, are
needed to yield nonoscillatory and grid independent solutions.
Figures 2~a!–2~d! compare the local wall normal heat flux varia-
tion over the entire wall of the cylinder with the numerical data of
Xin et al. @7# for four different Rag and Pr50.71. The angular
location on the wall is measured from the bottom most point in the
counter clockwise direction as in@7#. The agreement for all the
four cases is quite good. The space patterns for Rag5105 and
Pr50.71 shown in Fig. 3~a!depict the strong boundary layer type
of flow with the inner core being stably stratified and nearly stag-
nant. These space patterns are in good agreement with Xin’s re-
sults. For different Rag and Pr50.71, the Nusselt number over the
heated portion of the cylinder wall, as shown in Table 1, agrees
very well with the data reported in@7# with a maximum deviation
of 1.5 percent. Figures 3~b! and 3~c!depict the similar character
of the variations ofu and the circumferential velocityvu , along

the horizontal diameter forx,0, as functions of the product of the
distance from the hot end and Rag

0.25. The profiles for different
Rag all collapse into a single universal profile for these choice of
coordinates. This indicates an excellent agreement with the clas-
sical result of boundary layer theory that the thickness of the
boundary layer~hydrodynamic and thermal!, d, varies as21/4
power of Rag . The similar profiles also match very well with
those in@7#. The values ofvu over the left half of the horizontal
diameter have been calculated using the fact that it is simply equal
to 2v using the convention that anticlockwise circumferential
velocity is positive. It is also pointed out that since the velocity
scale employed in@5# is different from the one currently utilized,
the v velocity has been rescaled for comparison purposes. All the
validation runs were carried out for a 73373 symmetric grid hav-
ing a minimum spacing of 831024 nearx521.0 and a maxi-
mum spacing of 0.046 nearx50 in thex direction, except for the
case of Rag553105 for which a 91391 grid was employed to
resolve the thin boundary layer.

Fig. 2 A comparison of circumferential distribution of local wall normal heat flux with that of Xin et al. †7‡ for „a… RagÄ1
Ã104; „b… RagÄ5Ã104; „c… RagÄ1Ã105; „d… RagÄ5Ã105
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4 Results

To check the grid independence of the results for the rotating
cases, three symmetric grids of 73373, 91391, and 1053105
nodes were employed. The time histories of Nusselt number over
the hot wall as well asv velocity at ~20.72,0!showed a maxi-
mum difference of about 4 percent between the 73373 grid and
the 91391 grid, and about 1 percent between 91391 and 105
3105 grids throughout the entire transients. Hence for all compu-
tations a 91391 grid is employed in order to save the computa-
tional time. The time step employed varied from 131026 to 1
31027.

The effects of rotation on the flow structure are investigated by
generating instantaneous snapshots of the flow field. Since the
cylinder rotates in the counter-clockwise sense, the ‘‘g’’ vector
rotates in a clockwise sense in the rotating frame, with the phase
‘‘ fg’’ changing from 3p/2 to p, and then top/2 and 0 radians.
The changes in the flow structure as the ‘‘g’’ vector rotates are
observed by generating snapshots of the flow field, represented by
streamfunction contour and isotherm contour plots as well as ve-

Table 1 Comparison of Nusselt number for the hot portion of
the cylinder wall with numerical data of Xin et al †7‡ for different
Rag in steady state convection.

Fig. 3 „a… Streamline „left… and isotherm „right… patterns at Ra gÄ105, RaVÄ0. „b… Similar variation of nondimensional tem-
perature u along the horizontal diameter for xË0 for different Ra g ; „c… similar variation of nondimensional circumferential
velocity v u along the horizontal diameter for xË0 for different Ra g .
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Fig. 4 Streamline and Isotherm patterns for Ra VÄ102, TaÄ104 at „a… fgÄ3pÕ2, „b… fgÄp, „c… fgÄpÕ2, „d… fgÄ0

Fig. 5 Profiles of „a… u velocity across the vertical diameter; „b… v velocity across the horizontal
diameter; and „c… u across the horizontal diameter for different fg at RaVÄ102, TaÄ104
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Fig. 6 Streamline and isotherm patterns for Ra VÄ103, TaÄ105 at „a… fgÄ3pÕ2, „b… fgÄp, „c… fgÄpÕ2, „d… fgÄ0

Fig. 7 Profiles of „a… u velocity across the vertical diameter, „b… v velocity across the horizontal
diameter, and „c… u across the horizontal diameter for different fg at RaVÄ103, TaÄ105
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locity and temperature profiles across horizontal and vertical di-
ameters of the enclosure, at four different phases of the ‘‘g’’ vector
given byfg53p/2, p, p/2, 0. The results are organized in four
subsections. Subsection 4.1 discusses the spatial and temporal
flow structure and the changes that take place in it as RaV is
increased. In subsections 4.2 and 4.3, the structure of vorticity and
kinetic energy is examined, respectively. Finally in subsection 4.4,
the heat transfer characteristics, represented by a Nusselt number
over the hot portion of the wall, are presented.

4.1 Flow Structure. Figures 4~a!–4~d! show the instanta-
neous streamline and isotherm patterns for different phasefg of
the rotating ‘‘g’’ vector at (RaV5102, Ta5104). The phase of the
‘‘ g’’ vector is measured from the positive direction of thex axis of
the rotating frame. At this low value of RaV and Ta, it can be seen
from a rough order of magnitude analysis that the dynamics is
essentially controlled only by the Gravitational Buoyancy force,
hereinafter referred to as GB, while the Rotational Buoyancy and
Coriolis forces, referred to as RB and CF from this point onward,
are too weak to exert any significant influence. It should be noted
that the motion relative to the rotating frame can only be initiated
by GB or by RB and CF only becomes significant in regions of
significant velocity. Forfg53p/2, the flow takes place in a single
clockwise circulatory loop but the motion is not confined in a thin
layer close to the cylinder walls as is the case with a nonrotating
cylinder. Further, as the direction of GB changes with time, for
fg5p, in the first and the third quadrants the separated recircu-
lation zones appear. These appear because due to clockwise cir-
culation in the previous state some hot fluid is convected into the
I quadrant in the vicinity of a cold solid wall while some cold
fluid is convected into the III quadrant in the vicinity of a hot solid
wall. Hence localized convective loops driven by GB are formed
in these regions. Forfg5p/2 the direction of GB again changes
acting in the2y direction in hot regions and1y in cold regions
with respect to the undisturbed fluid temperature near the cylinder
walls. Since GB is proportional to the nondimensional tempera-
tureu, it is stronger near the cylinder walls, thus inducing a coun-
terclockwise circulation near the cylinder walls. Further, two rolls
are seen in the I and III quadrants. These are developed because of

the fact that due to strong clockwise circulation in the previous
states, fluid in some portion of the I quadrant and the III quadrant
near the vertical diameter, becomes hotter and colder, respectively,
due to convection. Thus, due to the action of GB, hotter fluid
particles are accelerated in the2y direction while colder ones are
accelerated in the1y direction in these quadrants generating the
rolls. Finally for fg50, GB is in the2x direction in regions
whereu . 0 and in the1x direction in space whereu , 0. This
again reverses the circulation to a clockwise direction with the
appearance of separated recirculating zones in the II and IV quad-
rants. The recirculating zones are again due to the formation of
localized convective loops driven by GB from the cold fluid to-
ward a hot wall in the II quadrant while it is from the cold wall
toward the hot fluid in the IV quadrant. These changes in the flow
structure are easily seen in the profiles ofu across vertical andv
andu across horizontal diameters, respectively, in Fig. 5. Figures
6~a!–6~d! show the spatial flow patterns at (RaV5103, Ta
5105). The profiles ofu, v, andu are shown in Fig. 7. At this
RaV , RB is still very weak to exert any influence on the flow
field. However, CF is significant and its effect is to assist GB in
inducing a clockwise circulation and to oppose it in inducing a
counterclockwise circulation. This is readily seen if one compares
the velocity profiles in Fig. 5 and Fig. 7. The maximumu velocity
for fg53p/2 andfg5p is greater than for RaV5102. This is
because CF assists the clockwise circulation generated by GB.
Further, it is observed that in the case of RaV5103 there is no
reversal of circulation forfg5p/2, though the velocity is re-
duced. This is due to the presence of CF that opposes GB in
generating a counterclockwise circulation. Since the velocities in
the previous state~i.e., fg5p) are large, the associated CF is
large and comparable to GB and is able to nullify it to a large
extent. Also in Fig. 6~c!, we see small separated recirculating
zones at the ends of the horizontal diameter. These are generated
by GB as close to the wall CF decreases in magnitude. Finally, for
fg50, the recirculating zones appear in the II and IV quadrants
due to forcing by GB in the2x direction near the hot wall of the
II quadrant and the1x direction near the cold wall of the IV
quadrant. Figures 8~a!–8~d! show the flow structure at RaV

5104 and Ta5106. From Fig. 9 it can be readily discerned that

Fig. 8 Streamline and isotherm patterns for Ra VÄ104, TaÄ106 at „a… fgÄ3pÕ2, „b… fgÄp, „c… fgÄpÕ2, „d… fgÄ0
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Fig. 9 Profiles of „a… u velocity across the vertical diameter, „b… v velocity across the horizontal
diameter, and „c… u across the horizontal diameter for different fg at RaVÄ104, TaÄ106

Fig. 10 Streamline and isotherm patterns for Ra VÄ105, TaÄ107 at „a… fgÄ3pÕ2 „b… fgÄp, „c… fgÄpÕ2, „d… fgÄ0
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Fig. 11 Profiles of „a… u velocity across the vertical diameter, „b… v velocity across the horizontal
diameter, and „c… u across the horizontal diameter for different fg at RaVÄ105, TaÄ107

Fig. 12 Streamline and isotherm patterns for Ra VÄ106, TaÄ108 at „a… fgÄ3pÕ2, „b… fgÄp, „c… fgÄpÕ2, „d… fgÄ0
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convection is severely reduced with maximum velocities being
reduced by about 5 times. Forfg53p/2 two low velocity rolls
are seen~Fig. 8~a!!. These change into a single clockwise roll for
fg5p. For fg5p/2 again two rolls appear but in the opposite
sense as compared to thefg53p/2 case. Finally forfg50 a
single counterclockwise roll appears. An interesting feature in Fig.
8 is that the isotherm pattern does not vary significantly with the
rotation of the ‘‘g’’ vector. This can be attributed to the fact that
the velocities, at this RaV , are relatively small. Consequently, the
temperature field does not experience significant convection. Also,
a formation of a bulb-like structure in the isotherm pattern, ema-
nating from the hot point and aligned horizontally, is seen. This
bulb-like structure is formed due to the strong convective trans-
port along the interface of the rolls atfg5p/2. It can also be

reasoned that the two cell convection seen forfg53p/2 andfg
5p/2 is primarily generated due to combined effect of CF and
GB. At fg53p/2, GB acts in the1y direction in II and III and
also in some portions of I and IV quadrants while it acts in the2y
direction in some portions in the I and IV quadrants near the cold
wall. In order to explain the velocity structure at this instant, one
needs to observe the velocity structure and its associated CF in the
preceding states. Observing the velocity structure atfg50, one
can say that thex component of CF acts in the2x direction in the
II and III quadrants and also in some portions of the I and IV
quadrants near the vertical diameter. As the phase of the ‘‘g’’
vector starts to change from 0 to 3p/2, the coriolis force causes a
flow in the2x direction near the center. This, in combination with
GB, generates the two vertically aligned rolls~Fig. 8~a!!, the top

Fig. 13 Profiles of „a… u velocity across the vertical diameter, „b… v velocity across the horizontal
diameter, and „c… u across the horizontal diameter for different fg at RaVÄ106, TaÄ108

Fig. 14 Streamline and isotherm pattern for Ra VÄ107, TaÄ109 at fgÄ3pÕ2
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one rotating in the clockwise direction and the lower one in the
counterclockwise direction. Atfg5p/2 ~Fig. 8~c!!, the slightly
nonsymmetric rolls are again due to the Coriolis force, which
forces the fluid to separate from the wall in the second quadrant.

For RaV5105 and Ta5107, Figs. 10~a!–10~d! show that the

streamline pattern is totally different from the previous cases.
Here it is observed that the overall structure of the velocity and
temperature field does not change significantly with rotation of the
‘‘ g’’ vector. The temperature field, due to strong horizontal con-
vection from the hot point on the wall toward the diametrically

Fig. 15 Time histories of v velocity at point „À0.72,0… for „a… RaVÄ102, „b… RaVÄ103, „c… RaVÄ104, „d… RaVÄ105, „e… RaV

Ä106, „f… RaVÄ107
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opposite cold point on the wall, exhibits a very pronounced bulb-
like structure projecting from the hot point. The isotherms suggest
that the core is becoming increasingly isothermal at a hotter tem-
perature~around10.5! in comparison with the undisturbed fluid
temperature. This is clearly seen in the temperature profile across
the horizontal diameter in Fig. 11~c!. Since the structure of tem-

perature field and the velocity field is almost same for different
phase of the ‘‘g’’ vector, the RB has an invariant structure in time
while CF has an almost invariant orientation except in small re-
gions near the hot point and the cold point on the extremes of the
horizontal diameter. At this RaV the motion is initiated by both
RB and GB, as they are comparable in magnitude. This results in

Fig. 16 Power spectral density curves for time series of v velocity at „À0.72,0… for „a… RaVÄ102, „b… RaVÄ103, „c… RaV

Ä104, „d… RaVÄ105, „e… RaVÄ106, „f… RaVÄ107
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the formation of two rolls near the hot point in the initial phase of
motion. These rolls then grow in time to fill the entire enclosure.
The effect of rotation of the ‘‘g’’ vector is only seen in portions
near the ends of the vertical and the horizontal diameters, as
shown in Figs. 11~a!and 11~b!. This is because thex component
of RB and CF near the ends of the vertical diameter and they
components of RB and CF near the ends of the horizontal diam-
eter are extremely small. Hence, the effect of GB is easily seen in
theu velocity andv velocity profiles, especially near the ends. In
theu velocity profile, as shown in Fig. 11~a!, it is seen that asfg
changes from 3p/2 to p, GB enhances theu velocity near the
center of the cavity. Since the circulation is enhanced near the
horizontal diameter, there is a corresponding increase in theu
velocity in the opposite direction near the ends of the vertical
diameter. The increase in theu velocity near the horizontal diam-
eter continues untilfg5p/2. Finally, for fg50 the u velocity
decreases near the center. For thev velocity the effect of GB is
seen at the ends of the horizontal diameter~see Fig. 11~b!!. Asfg
changes from 3p/2 to p the v velocity rises in the positive direc-
tion and falls and changes direction asfg changes fromp to 0.
Near the cold end thev velocity follows the same trend but in the
opposite direction with a larger magnitude. Also over the central
portion on the horizontal diameter whereu . 0 ~Fig. 11~c!!, thev
velocity increases during the change offg from 0 to 3p/2 and
then top and then decreases for the remaining portion of the ‘‘g’’
cycle.

When RaV is increased to 106 and Ta to 108, Figs. 12~a!–12~d!
show that the flow structure in the entire domain nearly becomes
invariant over the entire ‘‘g’’ cycle. This is simply because of the
dominance of RB and CF over GB. The flow structure shows that
the symmetry of the two rolls is destroyed and that a large portion
in the interior of the cavity becomes nearly isothermal at a higher
temperature than the undisturbed fluid temperature. The tempera-
ture profile in Fig. 13~c! clearly depicts this fact. The fluid par-
ticles are transported horizontally from the hot end of the cavity
toward the cold end at a high velocity. Owing to the high positive
u velocity, CF generates a strong downward force pushing the
particle downward as is indicated by the downward slope of the
interface of the two rolls. Finally for RaV5107 and Ta5109 the
patterns are similar to the previous case with the difference that
the temperature field becomes isothermal over a larger portion of
the flow domain as shown in Fig. 14. The interface of the convec-
tive rolls is pushed downward due to the very strong CF acting
along the horizontal diameter in the interior.

To observe the changes in the flow structure in the time domain,
the time histories ofv velocity are plotted at a fixed point
~20.72,0!, as shown in Figs. 15~a!–15~f!. The transients have
been removed from these histories and only the long term tempo-
ral behavior that is found to exist for large times has been plotted.
For each RaV , the integrations are started from the same initial
conditions, i.e., the state of rest with respect to the rotating frame.
The typical nondimensional times needed for transients to die out
were 0.18, 0.2, 0.5, 0.9, 1.0, and 1.1 at RaV5102, 103, 104, 105,
106, and 107, respectively. In terms of number of ‘‘g’’ cycles this
corresponds to 2, 7, 57, 322, 1695, and 3574 cycles. It is observed
that the flow is periodic for RaV<105 while for RaV5106 it is
quasiperiodic, and finally for RaV5107 the time history appears
to be having random fluctuations. To examine the frequency con-
tent of these time series, the PSD~Power Spectral Density! curves
are generated as shown in Figs. 16~a!–16~f!. Each time history
has been recorded for a sufficiently long time with 210– 215

sample points after the initial transients have died out. A FFT is
applied to the discrete time history after removing the steady or
the mean part from the discrete series. The Power is then com-
puted as the square of the FFT amplitudes. The dimensionless
frequencies associated with the firstn peaks in the spectrum are
denoted asf i , i 51, . . . ,n. At RaV5102, from the PSD data we
have f 1511.34, f 2522.67, andf 3534.02. Sincef 252 f 1 and
f 353 f 1 , one can regardf 1 as the fundamental frequency whilef 2

and f 3 are the 2nd and 3rd harmonics. In fact, other peaks in the
spectrum are higher harmonics off 1 . For RaV5103, f 1
535.495,f 2571.47 andf 35106.97. Here againf 1 is the funda-
mental frequency whilef 2 and f 3 are the 2nd and 3rd harmonics.
Further, a series of higher harmonics with a decreasing power
content are observed. At RaV5104, f 15113.38 and f 2
5226.755. Heref 1 is the fundamental frequency whilef 2 is the
2nd harmonic. It is also observed that a large number of higher
harmonics are completely absent. At RaV5105, f 15357.35 and
f 25714.712. Thusf 1 is the fundamental frequency whilef 2 is the
2nd harmonic. The other peaks are higher harmonics off 1 . At
RaV5106, a somewhat different spectrum than the previous cases
is observed. Here, f 15121.75, f 25243.5, f 35365.25, f 4
5487.05,f 55608.8, f 65730.55. One can conclude thatf 1 is the
fundamental frequency whilef 22 f 6 are the harmonics off 1 .
However, peaks with significant power are also observed forf II
52015.95 andf III 52259.5. These frequencies are not harmonics
of f 1 . Hence it is concluded that the flow is quasiperiodic. Finally,
for RaV5107, the spectrum has a broadband type of structure
having a very large number of frequencies. For RaV5102, 103,
104, and 105 the corresponding values of dimensionless frequency
‘‘ f g’’ of the rotating ‘‘g’’ vector are 11.3, 35.73, 113 and 357.3,
respectively. Thus, it is observed that for RaV<105, the funda-
mental frequencies of the periodic flow are extremely close to the
corresponding dimensionless frequency ‘‘f g’’ of the rotating ‘‘g’’
vector. This leads one to conclude that the temporal variations for
RaV<105 are caused by the harmonic gravitational buoyancy
force.

The above study of flow patterns reveals the structural changes
in the flow and temperature fields with increasing rotation rates.
However, owing to the complex nature of the interactions of the
three body forces that affect the overall velocity and temperature
fields, it is difficult to clearly separate out the various regimes
where different body forces dominate and to determine approxi-
mately the point where one regime gives way to another. It is with
this motivation that in the following section we discuss the dy-
namics of vorticity in the flow to gain a deeper insight into the
problem.

4.2 Vorticity Dynamics. The vorticity transport equation
for the current problem can be readily obtained by taking the curl
of the momentum equations. It is given as:
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whereP is the production term given as:
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wherefg53p/22Ta0.5Prt.
While the production term serves to generate vorticity, the other

two terms are responsible for a distribution of vorticity through
molecular diffusion and macroscopic fluid motion. It is observed
that in the current scenario only the GB and RB contribute to
vorticity production. The Coriolis forces, being irrotational in the
context of the problem being investigated, indirectly affect the
distribution of vorticity through the velocity field. Next we look at
the structure of vorticity across the horizontal diameter.

Figures 17~a!–17~f! show the variation of vorticity along the
horizontal diameter for different RaV and at each RaV for different
fg . At RaV5102, Fig. 17~a!shows that the vorticity structure is
symmetric about the center with strong positive values near the
wall for fg53p/2, associated with clockwise circulation, and
strong negative values forfg5p/2, associated with counterclock-
wise circulation near the walls. This is essentially the viscous
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generation of vorticity at the wall. From the profiles ofu across
the horizontal diameter, as shown in Fig. 5~c!, it is observed that
near the ends of the diameter]u/]x is strongly negative for allfg
while in the interior it is weakly positive forfg53p/2 andfg
5p and weakly negative forfg5p/2 andfg50. Neglecting the
production of vorticity due to RB as RaV!Rag , there is a pro-
duction of negative vorticity by GB atfg53p/2 whereas it is
positive for fg5p/2. In the interior, the production term due to
GB is positive forfg53p/2 whereas it is also positive forfg
5p/2. Hence, near the ends, the vorticity structure exhibits nega-
tive undershoots forfg53p/2 and positive overshoots forfg
5p/2. At fg5p andfg50, the viscous production at the walls
is small as can be seen fromv velocity structure in Fig. 5~b!. The

production term due to GB atfg5p andfg50 is proportional to
]u/]y which is much smaller than]u/]x near the ends of the
horizontal diameter. Thus the wall vorticity is much smaller at
fg5p andfg50. It is interesting to observe that the vorticity in
the interior is roughly same for all phases of the rotating ‘‘g’’
vector. The most important feature is the symmetry of the vorticity
structure for all phases of the ‘‘g’’ vector. This is indicative of the
fact that the convection of vorticity along the horizontal diameter
and the production contribution by centrifugal buoyancy forces
are negligible.

For RaV5103, the CF maintains a clockwise circulation in the
interior or core of the flow field. This circulation is very much like

Fig. 17 Profiles of vorticity across the horizontal diameter for different fg at „a… RaVÄ102, „b… RaVÄ103, „c…
RaVÄ104, „d… RaVÄ105, „e… RaVÄ106, „f… RaVÄ107
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a rigid body clockwise rotation with a nearly constant negative
vorticity in the core. As seen in Fig. 17~b!, the value of the nega-
tive vorticity in the core is much larger than at RaV5102. The
vorticity structure is still symmetric, which indicates that at RaV

5103, the rotational buoyancy effects are still not significant. For
fg53p/2, from the profile ofu ~Fig. 7~c!!, one can readily ob-
serve that near the walls the gradient of nondimensional tempera-
ture in thex direction is less negative, leading to a lower negative
production by GB. Hence the undershoots are much smaller for
fg53p/2. For fg5p one observes a large change in the wall

values. This is because clockwise circulation maintained in the
interior by CF also increases the velocity near the wall through the
diffusion of momentum. Forfg5p/2, because of the formation
of separated zones at the ends of the horizontal diameter having
counter-clockwise circulation, the negative wall vorticity has a
large positive overshoot. Finally, forfg50, no significant produc-
tion takes place and the diffusion of vorticity tends to flatten out
the profile by reducing the peaks and elevating the valleys.

For RaV5104, Fig. 17~c!shows that the vorticity structure is
asymmetric about the center for eachfg . Further, the wall values

Fig. 18 Profiles of kinetic energy across the horizontal diameter for different fg at „a… RaVÄ102, „b… RaVÄ103, „c…
RaVÄ104, „d… RaVÄ105, „e… RaVÄ106, „f… RaVÄ107
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are much smaller than for RaV5103 indicating that the velocities,
developed under the action of competing forces of GB, RB, and
CF, are quite low in comparison with the previous cases. Another
difference from the previous cases is that the end values are higher
for fg5p and fg50 than forfg53p/2 andfg5p/2. This is
because higher velocities near the ends are found to occur for

fg5p andfg50 than forfg53p/2 andfg5p/2. It is interest-
ing to observe that forfg53p/2 andfg5p/2, the vorticity along
the horizontal diameter in the interior or core is nearly zero. This
lends further support to the earlier proposed explanation that the
convection along the horizontal diameter found at these phases
~Fig. 8~a! and Fig. 8~c!!is primarily driven by CF which are

Fig. 19 The time history of Nu over the hot portion of the cylinder wall at „a… RaVÄ102, „b… RaVÄ103, „c… RaVÄ104, „d…
RaVÄ105, „e… RaVÄ106, „f… RaVÄ107
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conservative in the current scenario. The asymmetry in the struc-
ture of vorticity with higher values near the cold end suggests that
the effects of RB are significant for this RaV . The flow patterns in
Fig. 8~b! and Fig. 8~d!clearly show that, forfg5p andfg50,
the single roll convective structure is shifted towards the cold end
under the action of RB resulting in higher gradients inv velocities
near the cold end than at the hot end.

For RaV5105, it is observed from Fig. 17~d! that the vorticity
is nearly absent over a large interior portion of the horizontal
diameter for all phases except near the ends. This is because, at
this RaV , the flow takes place in the form of two nearly symmet-
ric rolls with their interface aligned with the horizontal diameter.
Hence, the horizontal diametral plane behaves as a plane of sym-
metry with v'0 and]u/]y'0. For RaV5106, as seen in Fig.
17~e!, a completely different vorticity structure is encountered.
The structure is totally asymmetric and the influence of GB is
negligible, except near the cold end, as pointed out earlier. The
vorticity production term is very small in the interior as the ther-
mal gradients are very low in the core region.

Finally, for RaV5107 ~Fig. 17~f!!, the vorticity structure is
highly asymmetric due to very strong convection along the hori-
zontal diameter. The wall values at the hot end are also higher as
compared to the previous case, indicating that the velocities in the
vicinity of the wall have increased. The peak value of vorticity has
increased quite significantly in comparison to the previous case
(RaV5106).

4.3 Kinetic Energy. Figures 18~a!–18~f! depict the varia-
tion of kinetic energy over the horizontal diameter. The kinetic
energy ‘‘k’’ is defined as 0.5(u21v2). At RaV5102, the structure
is symmetric about the center for each ‘‘fg ’’. The kinetic energy
is large forfg53p/2 and is comparatively quite less for other
phases. The structure also shows that more kinetic energy is con-
centrated near the wall forfg53p/2 andfg5p/2 than forfg
5p andfg50, where the maxima in the kinetic energy profile is
shifted toward the interior. At RaV5103 ~Fig. 18~b!!the symme-
try in the structure is still preserved, which is an indicator that the
centrifugal effects are not significant at this RaV . The kinetic
energy continues to rise for the firstp rotation of the ‘‘g’’ vector,
starting fromfg53p/2. This is due to the Coriolis forces assist-
ing GB in enhancing the clockwise circulation. Also, the peak
kinetic energy forfg5p/2 is much higher~nearly 2.5 times!than
for RaV5102.

At RaV5104, the kinetic energy structure is asymmetric with
more energy accumulated at the cold end than at the hot end of the
horizontal diameter under the influence of RB. Further, the kinetic
energy is much less than that for the previous cases. For RaV

5105, the flow structure consists of two nearly symmetric aligned
along the horizontal diameter. It is also observed that the kinetic
energy increases near the center and falls off near the wall. Fur-
ther, energy increases for the firstp rotation of the ‘‘g’’ vector,
starting fromfg53p/2 and ending atfg5p/2. Under the action
of RB, the kinetic energy again picks up as higher values are
observed, in comparison to the previous case of RaV5104. For
RaV5106 and RaV5107, the kinetic energy profiles depict a com-

plex structure that does not undergo significant variation withfg .
As mentioned earlier, this is due to the diminishing influence of
GB over RB and CF.

Thus, the vorticity and kinetic energy structure helps in detect-
ing the changes in the dynamics of the problem, particularly as
affected by the different body forces involved.

4.4 Heat Transfer. The effect of rotation on heat transfer
characteristics is observed by computing the Nusselt number over
the hot wall of the cylinder. This is identified byaP@p/2,3p/2#
~Fig. 1!. The local dimensional heat flux on the cylinder wall is
defined as:

qw52k~¹T!w (20)

wherek is the thermal conductivity.
The heat transfer rate per unit length of cylinder across the hot

wall is given as:

Q5E
p/2

3p/2

qw•n̂R da (21)

wheren̂: local, inward directed, unit normal vector to the cylinder
surface.

The Nusselt number for the hot wall is defined as:

Nu5
QL

Ak DT
(22)

HereA is the area of the heat transfer surface under consideration
andL is the length scale of the problem. Using Eq.~20! and Eq.
~21! and the definition of nondimensional temperature, we have:

Nu52
1

p E
p/2

3p/2S ]u

]nD
w

da (23)

Heren is the normal, positive inward coordinate.
It may be pointed out that the actual heating region is different

from the one considered, since it is the region over which
2(]u/]n)w is positive. However, we follow the convention of
Xin et al. @7#, and define the instantaneous Nusselt number as in
Eq. ~23!.

Figures 19~a!–19~f! shows the time variation of Nu for differ-
ent cases involving rotation. The value for zero rotation is found
to be 4.86, which is in good agreement with the value reported by
Xin et al. @7#. For RaV<105 (5Rag), Nu varies periodically with
time as the flow patterns exhibit cyclic changes with the rotation

Fig. 20 Variation of Nu with Ra V

Table 2 Comparison of the observed frequency of cyclic varia-
tions in Nu with time and the rotation frequency ‘ f g ’ of the ‘ g’
vector for different Ra V
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Fig. 21 Profiles of vorticity „left… kinetic energy „right… across the horizontal diameter for different fg at „a… RaV

Ä1.9Ã103, „b… RaVÄ1.92Ã103, „c… RaVÄ1.95Ã103, „d… RaVÄ2Ã103
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of the ‘‘g’’ vector. The close agreement between the frequency ‘‘f’’
of periodic variation in Nu with time and the rotation frequency ‘‘
f g’’ of the ‘‘g’’ vector, as shown in Table 2, lends further support
to the argument that for RaV<105 (5Rag) the temporal variations
in the flow are essentially caused by harmonic nature of GB. The
slight discrepancy in the frequencies is due to the fact that the
frequencies for the Nusselt number have been determined from
the time periods obtained graphically. Further, as RaV is in-
creased, the influence of GB on the overall spatial structure of
flow diminishes resulting in decrease in amplitude of fluctuations
in Nu. In fact, the flow at RaV5105 (5Rag) is almost steady. For
RaV.105, the time history exhibits small amplitude multiple fre-
quencies.

Figure 20 shows the variation of the time mean Nusselt number
over the hot wall,Nu with RaV . To resolve the variation more
accurately, more runs were taken at different values of RaV in
addition to the six cases discussed so far. The six cases represent
typically the changes in the flow structure as the rotation rate is
increased, and serve as representatives of different flow regimes
encountered. Starting from a very low value, as RaV is increased,
it is interesting to observe that the time mean value of Nu first
decreases until RaV reaches a value of 3.863102 and then again
increases until RaV51.93103 or Ta51.93105 beyond which
there is a sharp decline in the heat transfer. The sharp decline
continues until RaV52.03103. At this point the rate of decrease
of heat transfer starts to decrease, attains a minimum at about
RaV56.03103, beyond which it again starts to increase. This
variation is very much indicative of the different flow regimes
dominated by different body forces. It can be concluded that for
RaV<3.863102, the dynamics is essentially controlled by GB
only. The increase in RaV , in this regime, brings about a decrease
of the mean heat transfer, as the changing orientation of the ‘‘g’’
vector does not allow sufficient time for convection to develop.
However, as RaV is increased CF becomes significant, and for
RaV.3.863102, the heat transfer starts to increase due to the
assistance provided by CF to GB during the firstp rotation phase
of the ‘‘g’’ vector ~from fg53p/2 to fg5p/2), leading to an
increase in the clockwise circulation in the cylinder, as explained
earlier in Section 4.1. This effect is only observed until about
RaV51.93103 or Ta51.93105, beyond which CF becomes the
dominant force right from the early phase of motion and largely
negates the destabilizing effect of GB, thus suppressing convec-
tion and leading to a sharp decline in heat transfer. The rate of
decline in heat transfer starts to change at about RaV52.03103.
This indicates the point from which RB starts to become signifi-
cant. This is better understood if one considers the changes in the
vorticity and kinetic energy structure as RaV increases from 1.9
3103 to 2.03103, as shown in Figs. 21~a!–21~d!. At RaV51.9
3103, as shown in Fig. 21~a!, the structures of vorticity and ki-
netic energy are similar to those at RaV51.03103 ~Fig. 17~b!and
Fig. 18~b!!except that the kinetic energy of the clockwise circu-
lation is significantly higher, leading to an increase in the heat
transfer rate. At RaV51.923103, it is observed from Fig. 21~b!
that while the vorticity is nearly symmetric near the ends of the
diameter, it is asymmetric in the core (20.5<x<10.5). This
asymmetry can be attributed to the convection of vorticity along
the diameter under the action of CF. The kinetic energy profile
indicates a sharp decline in convective motion, as explained ear-
lier. More significantly, it exhibits a pronounced asymmetry at
aboutx50, with more energy toward the hot end forfg5p and
fg5p/2. These structures indicate that RB is not significant, even
at RaV51.923103. A further increase in RaV to 1.953103 and
23103 progressively reduces the asymmetries in vorticity and
kinetic energy profiles, as observed in Fig. 21~c! and Fig. 21~d!.
This is due to the fact that the cause of asymmetry at these RaV
i.e., CF is partly negated by RB, which starts to become signifi-
cant at about RaV523103. The heat transfer rate continues to
decrease under the dominating influence of CF until RB becomes

strong enough to reverse the decreasing trend at about RaV56.0
3103. Beyond this RaV , the heat transfer again picks up under
the combined effect of GB and RB. As RaV is increased further,
the effects of GB progressively diminish and the heat transfer
continues to rise under the influence of RB and CF. The nonmono-
tonic character of variation of heat transfer with RaV has been
reported earlier in the experimental work of Tang and Hudson
@23# for a bottom heated, rotating, vertical cylinder. Also, from the
two-dimensional study of Hamady et al.@12# on a square cylinder,
it can be inferred that at low rotation rates~negligible RB! the
mean heat transfer from the hot wall first increases and then de-
creases. Thus it is inferred that the heat transfer characteristic
stems from the basic equations and is not specific to any particular
geometry or boundary conditions. Ker and Lin@13#, working with
an inclined, cubic, rotating, air filled enclosure, reported that the
amplitude of fluctuations in the flow can be minimized at a certain
rotation rate. This phenomenon is also found for the present con-
figuration, where the flow becomes nearly steady for RaV5105

(5Rag), and the fluctuation amplitude again starts to increase for
RaV.105.

5 Conclusions
The dynamics of two-dimensional buoyancy driven convection

in a horizontal, rotating cylinder has been studied at a fixed Rag

5105 and Pr50.71. The detailed study of flow structure and heat
transfer characteristics, as RaV is varied, reveals different regimes
of flow in which different body forces dominate. The range of
RaV considered is wide enough to capture a variety of physical
behavior ranging from the dynamics of flow driven solely by
gravity to the dynamics at high enough rotation rate so that the
effects of gravity are insignificant in comparison to centrifugal
and Coriolis effects. This is the main feature of the study, as all
the previous studies have invariably explored the physics of such
a class of flows in a limited manner, either restricting themselves
to low rotation rates where centrifugal effects are negligible or
high rotation rates where effects of gravity are negligible.

The space and time patterns of flow have been correlated to the
different body forces. In the flow regime controlled by gravita-
tional buoyancy and Coriolis forces, the Coriolis forces play a
dual role of enhancing the convection as well as suppressing it
depending upon whether they start to dominate over gravitational
buoyancy right from the start of the fluid motion. The centrifugal
effects generate a strong convective current directed from the hot
end of the horizontal diameter towards the cold end resulting in
the formation of two rolls. For RaV<105, the flow exhibits peri-
odicity with the frequency locked on to the forcing frequency of
the harmonic gravitational buoyancy force. The amplitude of the
fluctuations go on decreasing and the flow becomes almost steady
for RaV5105. For RaV.105, bifurcations to quasiperiodic flow
take place.

The existence of different flow regimes dominated by different
body forces complicates the time mean heat transfer characteris-
tics with a different behavior in each of the regimes. This is of
particular importance from the point of view of development of
correlations for mean heat transfer with relevant parameters of the
problem. The time mean heat transfer characteristic also serves as
a guide for the selection of system parameters with the objective
of either suppression or enhancement of convection.

It is felt that to widen the scope of the current investigation and
to generalize the dynamics, the effect of Rag and Pr also need to
be considered. This will be taken up in further studies.

Nomenclature

k 5 thermal conductivity of the fluid~W/~m-K!!
Nu 5 instantaneous Nusselt number associated with heat

transfer through the hot portion of cylinder wall
Pr 5 Prandtl Number5n/k
Q 5 heat transfer rate per unit length through the hot por-

tion of the cylinder wall~W/m!
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R 5 radius of the cylinder~m!
Rag 5 gravitational Rayleigh Number5gb DT R3/nk
RaV 5 rotational Rayleigh Number5b DT V2R4/nk

Ta 5 Taylor number5V2R4/n2

(u,v) 5 nondimensional Cartesian velocity components with
respect to the rotating frame

(x,y) 5 nondimensional Cartesian coordinates
p 5 dimensional pressure~N/m2!

pm 5 dimensionless motion pressure5(p2p0)R2/r0k2

p0 5 dimensional pressure in the state of solid body rota-
tion at uniform temperatureT0 (N/m2)

qw 5 local heat flux at the wall of the cylinder~W/m2!
t 5 dimensional time~s!

Tmax 5 maximum temperature on the periphery of the rotat-
ing enclosure wall5T01DT (K)

Tmin 5 minimum temperature on the periphery of the rotat-
ing enclosure wall5T02DT (K)

T0 5 temperature of the undisturbed fluid at timet50 (K)
DT 5 amplitude of the imposed periodic temperature per-

turbation~K!
V 5 uniform rotation rate of the enclosure~rad/s!
b 5 coefficient of volume expansion of the fluid~K21!
k 5 thermal diffusivity of fluid ~m2/s!
n 5 kinematic viscosity of fluid~m2/s!
u 5 nondimensional temperature5(T2T0)/DT

fg 5 phase of the rotating ‘‘g’’ vector measured from the
positivex direction in the rotating frame

r0 5 density of fluid atT0 (Kg/m3)
t 5 nondimensional time5tR2/k

vz 5 z component of dimensionless vorticity

Subscripts

i, j 5 grid indices of a node in the Cartesian structured grid

Superscripts

n 5 values of the flow variables at the current time level
n11 5 values of the flow variables at the next time level
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Anisotropic Slope Distribution and
Bidirectional Reflectance of a
Rough Silicon Surface
Both one-dimensional (1D) and two-dimensional (2D) slope distributions were obtained
from the surface topographic data, measured using an atomic force microscope for a
rough silicon surface. The resulted slope distributions deviate significantly from the
Gaussian distribution, with noticeable side peaks. The bidirectional reflectance distribu-
tion function (BRDF) of the same surface, measured with a laser scatterometer at 635 nm
and 785 nm, exhibits subsidiary peaks. The measured slope distributions are implanted
into a geometric optics model to predict the in-plane BRDF for different azimuthal angles.
The 1D slope distribution has some success in predicting the BRDF at limited azimuthal
angles, but is not applicable to other cases. On the other hand, the BRDF predicted using
the 2D slope distribution matches well with the experimental results for any azimuthal
angles. The method developed here may also help predict the BRDF for other rough
surfaces with microstructures.@DOI: 10.1115/1.1795244#

Keywords: Properties, Radiation, Roughness, Scattering, Surface

1 Introduction

The temperature of the silicon wafer during microelectronics
fabrication is usually monitored by a radiation thermometer,
whose uncertainty depends on how accurate the effective emissiv-
ity of the silicon wafer can be determined@1,2#. The bidirectional
reflectance distribution function~BRDF! is a fundamental prop-
erty of rough surfaces and knowledge of the BRDF is crucial to
the emissivity modeling and heat transfer analysis@3–6#. The
BRDF of a surface can be predicted by solving the Maxwell equa-
tions if the surface roughness is fully characterized. Since the
rigorous electromagnetic-wave solution generally requires a huge
memory with a high-speed CPU, this approach is practically ap-
plicable to one-dimensional~1D! rough surfaces only@7,8#,
though in some cases, solutions for two-dimensional~2D! rough
surfaces have been obtained@9#. It is common to use approxima-
tion methods, such as the Rayleigh-Rice perturbation theory, the
Kirchhoff approximation, and the geometric optics approximation
@8,10#. These approximations are only appropriate within certain
ranges of roughness and wavelength.

The Rayleigh-Rice perturbation theory can be used for rela-
tively smooth surfaces. The Kirchhoff approximation, also known
as the tangent-plane approximation, is applicable when the surface
profile is slightly undulating~i.e., without sharp crests and deep
valleys!. In the Kirchhoff approximation, the effects of shadowing
and multiple scattering, which may be significant at large angles
of incidence, are usually neglected. Furthermore, it is difficult to
consider the depolarization when the Kirchhoff approximation is
applied to 2D rough surfaces. The geometric optics approximation
is applicable to surfaces whose root-mean-square~rms! roughness
and autocorrelation length are greater than the wavelength of the
incident radiation@8,11#. This approach can be easily incorporated
into a statistical and Monte Carlo method@12,13#. The shadowing
and multiple scattering can be taken into account through the ray-
tracing scheme. There exists good agreement between the simula-
tion results employing the geometric optics approximation and the
rigorous electromagnetic-wave solution@8#. However, the simula-

tion based on geometric optics requires much less computational
resources and takes much less time than that based on the rigorous
solution.

Since BRDF is intrinsically dependent on the surface character-
istics, several analytical expressions are available to approxi-
mately correlate the surface statistics to the BRDF@13–15#.
Therefore, the roughness parameters may be estimated from the
measured BRDF using an inverse method. Some common rough-
ness parameters and functions include the rms roughness, the
power spectral density~PSD!, the rms slope, and the slope distri-
bution. If the surface is relatively rough, the geometric optics
approximation is preferred and the resultant BRDF model is
linked to the slope distribution. The study of slope distribution is
also important in object rendering@16,17#and surface character-
ization @18,19#. Before the invention of the atomic force micro-
scope~AFM!, the surface profile was usually measured with a
mechanical profiler that scans the surface line by line. Some me-
chanical stylus profilers can measure rough surfaces with a verti-
cal resolution of a few nanometers. However, the lateral resolution
is usually on the order of a micrometer due to the large radius of
the stylus probe@20,21#. On the other hand, the radius of curva-
ture of an AFM probe tip is in the range from 20–60 nm; thus,
AFM can provide detailed information of the topography of a
small area on the microrough surfaces with a vertical resolution of
subnanometers and a lateral resolution around 10 nm@22#. Atten-
tion has been paid to compare the surface roughness statistics
determined from the topographic measurements to that obtained
from the light scattering experiments@23–26#.

In most studies, surface roughness is assumed to satisfy the
Gaussian statistics in the derivation of the BRDF model and for
the surface generation in the Monte Carlo simulation@8,10#. Fur-
thermore, the roughness statistics of 2D rough surfaces is mostly
assumed to be isotropic so that the autocorrelation function is
independent of the direction. As pointed out by Gue´rin @27#, how-
ever, the Gaussian distribution may miss important features of
natural surfaces because this symmetric and monotonic function
does not allow any abrupt event in the rapidly decreasing tails.
Very few papers have been devoted to the BRDF of non-Gaussian
and anisotropic 2D rough surfaces. Ward@28# assumed that the 2D
slope function of anisotropic surfaces was elliptical and fitted the
rms slopes of two uncorrelated 1D Gaussian distributions from the
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measured BRDF. Little has been done to correlate BRDF, pre-
dicted using the measured slope distribution with the BRDF from
light scattering measurements.

The present work focuses on the correlation between the actual
slope distribution and the measured BRDF for the rough side of a
silicon wafer. It is hoped that a better understanding of the relation
of the surface microstructure and BRDF will help develop im-
proved heat transfer models for accurate radiometric temperature
measurements in semiconductor manufacturing. The objectives
are to determine the actual slope distribution function from the
AFM topographic data, to predict the BRDF by incorporating the
slope distribution into the geometric optics framework, and to
compare the predicted BRDF with the measured using a laser
scatterometer.

2 BRDF Modeling Based on Geometric Optics
The bidirectional reflectance distribution function~BRDF!, also

called bidirectional reflectivity, is defined as the ratio of the re-
flected radiance~or intensity in most heat transfer textbooks! to
the incident irradiance@3–5#,

f r~u i ,f i ,u r ,f r !5
dLr~u i ,f i ,u r ,f r !

Li~u i ,f i !cosu idv i
@sr21# (1)

In the above equation (u i , f i) and (u r , f r) denote the incoming
and scattering directions, as shown in Fig. 1,Li is the incoming
radiance,Li cosuidvi represents the incident irradiance~power per
unit projected area!, anddLr is the radiance in the scattering di-
rection and is a function of both the incoming and scattering di-
rections. Note thatLi , dLr , and f r are spectral properties that
depend on the wavelength of the incident radiation.

A rough surface can be imagined as a combination of numerous
randomly oriented mirrorlike microfacets on the mean plane@12–
15#. In the geometric optics approximation, it is assumed that the
dimension of the microfacet is much larger than the wavelength of
the incident radiation and that the reflection on the mirrorlike
surface obeys Snell’s law. Generally speaking, the applicable
roughness region of the geometric optics approximation iss.l
ands,t, wheres is the rms roughness,t is the autocorrelation
length, andl is the wavelength. Nevertheless, this region can be
extended tos cos(ui)/l.0.2 ands/t,2 with reasonable accu-
racy @11#. The orientation of a given microfacetm can be de-
scribed by an inclination anglea between thez-axis and the facet
normal n and an azimuthal angle, as shown in Fig. 1, or by the

slopes in thex andy directionszx5]z/]x andzy5]z/]y. From
the geometrical relation between the incident beam and the re-
flected beam, slopes of the microfacet are related to the incoming
and scattering directions by

zx52
sinu i cosf i1sinu r cosf r

cosu i1cosu r
(2a)

zy52
sinu i sinf i1sinu r sinf r

cosu i1cosu r
(2b)

A two-dimensional distribution function can be used to describe
the probability of microfacets. The BRDF is proportional to the
probability of the microfacet that will reflect the incident radiation
to the prescribed scattering direction. Therefore, in the microfacet
model, the roughness statistics affects the predicted BRDF via the
microfacet slope distribution, which is usually modeled as a 2D
Gaussian function@13,15#. The uniqueness of the present work is
to replace the Gaussian slope distribution with the actual slope
distribution function, obtained directly from the surface topo-
graphic data.

With the 2D nature of the microfacet orientation, the scattered
radiance is generally comprised of bothp and s polarizations,
even if the irradiation is purelyp or s polarized. When the scat-
tering direction lies in the plane of incidence, depolarization will
not occur and the reflected radiation will bep or s polarized if the
incidence radiation does. Only in-plane BRDF is concerned in the
present study, and for in-plane scattering iff i is set to 0 deg, then
f r50 deg or 180 deg. To satisfy Snell’s law, the local incidence
anglec5(u i1u r)/2 and the inclination angle of the microfacet is
a5uu r2u i u/2; see Fig. 1. The sample is assumed to be opaque
without internal scattering, that is, all the radiation entering from
air to the medium will be absorbed. Note that silicon is opaque at
wavelengths shorter than 1.1mm at room temperature.

The shadowing and masking effects are essential in dealing
with radiation scattering from a rough surface, especially for large
angles of incidence or reflection. The shadowing function stands
for the probability of the incident beam reaching a microfacet
without being shadowed by another~shadowing effect! or of the
reflected beam leaving the microfacet to the hemisphere without
being blocked by another~masking effect!. Based on the Gaussian
surface statistics, Smith@29# derived a shadowing function that
has been widely used and can be expressed as

S~u!5
120.5 erfc~G!

120.5 erfc~G!1exp~2G2!/~2ApG!
, 0<u<90 deg

(3)

whereu is the zenith angle of incidence~for shadowing!or reflec-
tion ~for masking!andG5tan(90 deg2u)/(&z rms) with z rms be-
ing the rms slope. Equation~3! is conveniently adopted in the
present study, although it may not accurately represent the shad-
owing function when the surface is not Gaussian.

Several geometric optics-based BRDF models have been re-
ported in the literature. Here, a comparison is made to check for
consistency and to help develop an appropriate expression for the
present study. Torrance and Sparrow@14# assumed that the statis-
tics of the inclination angle is Gaussian and derived the very first
microfacet-based BRDF model, which has been widely used
@12,16,17#. If the diffuse term is neglected, the semi-empirical
model developed by Torrance and Sparrow@14# can be written as

f r~u i ,f i ,u r ,f r !5
b exp~2c2a2!

4 cosu i cosu r
r~n,k,c!G (4)

In Eq. ~4!, r(n,k,c) is the microfacet reflectivity that depends on
the refractive indexn and the extinction coefficientk of the me-
dium and the local incidence anglec. The reflectivity is wave-
length dependent and can be calculated from Fresnel’s equations
for each polarization@3#. Constantsb and c are related to the

Fig. 1 Illustration of the BRDF definition and the specular re-
flection from a microfacet. The z-axis is normal to the mean
surface, n is the normal of the microfacet m , a is the angle
between the z-axis and n, and c is local incidence angle. For
specular reflection, n bisects the directions of incidence and
reflection.
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Gaussian distribution of the inclination angle and may be deter-
mined by fitting the measurement results@30#. The role of the
geometrical attenuation factorG is the same as that of the Smith
shadowing function.

Caron et al.@15# derived an analytical expression for the ratio
of the reflected radiance to the incident power flux following the
geometric optics formulation@31#. The in-plane BRDF based on
Refs.@15,31#can be written as follows:

f r~u i ,f i ,u r ,f r !5
p~zx ,zy!

4 cosu i cosu r cos4 a
r~n,k,c! (5)

where p(zx ,zy) is the joint probability density function of the
slope or the 2D slope distribution. Notice that in writing Eq.~5!, it
is assumed thatf i50 deg andf r50 deg or 180 deg; thus, they
slope zy has to be zero for in-plane scattering. Whenf i is not
zero, Eq.~5! can be used after rotating thex-y coordinates with
respect to thez-axis.

Tang and Buckius@13# developed a comprehensive statistical
model that deals separately with the first-order and higher-order
scattering terms. They showed that multiple scattering is impor-
tant for very rough surfaces and insignificant for a shallow rough
surface withs,0.2t @8,13#. The first-order in-plane BRDF, de-
rived by Tang and Buckius@13#, is

f r~u i ,f i ,u r ,f r !

5
p~zx ,zy!~11zx tanu i !dzxdzy

cosu r sinu rdu rdf r
r~n,k,c!S~u i !S~u r ! (6)

whereS(u i) andS(u r) are the shadowing functions for the incom-
ing radiation and outgoing radiation, respectively. In Eq.~6!, the
termdzxdzy /du rdf r cancels out for in-plane scattering when the
derivatives of Eq.~2! with respect tou r andf r are inserted. It can
be shown that, after some cumbersome derivations, Eq.~6! re-
duces to Eq.~5! if S(u i) andS(u r) are both set to one.

The differences between Eq.~4! and the others lie in that Eq.
~4! uses the distribution of the inclination angle, while Eqs.~5!
and ~6! use the distribution of the surface slope (zx and zy);
further, Eq.~4! uses geometrical attenuation factorG, while Eq.
~6! uses the shadowing functionS(u). The constants in Eq.~4!
can be derived for a Gaussian isotropic rough surface withb being
1/(2pz rms

2 cos4 a) andc being 1/(&z rms), and the distribution of
the inclination angle replaced by the distribution of the tangent of
the inclination angle (z5tana) @32#. Thus, it can be shown that
Eq. ~4! is equivalent to Eq.~5! if G51, sincezx5tana in the
plane of incidence.

It can be concluded that, when multiple scattering is negligible,
the expressions obtained by different researchers, Eqs.~4!–~6!,
are essentially the same for in-plane BRDF. The expression given
in Eq. ~5! is adopted by adding the shadowing function to address
the shadowing and masking effects, which are important at graz-
ing angles. The modified BRDF is given as

f r~u i ,f i ,u r ,f r !5
p~zx ,zy!

4 cosu i cosu r cos4 a
r~n,k,c!S~u i !S~u r !

(7)

Equation~7! will be used in the following to predict BRDF from
the actual slope distributionp(zx ,zy), which may be non-
Gaussian and anisotropic.

3 Surface Characterization
A Digital Instruments~Dimension 3100 SPM! AFM was used

to characterize the surface topography, in the contact mode with a
silicon nitride probe, that raster scans the rough surface of a sili-
con wafer. The result is stored in an array containing the height
information, z(m,n), where m51,2, . . .M ; n51,2, . . . ,N are
the points along thex and y directions, respectively. The silicon
wafer used in the study is single-side polished, approximately 525
mm thick and 100 mm in diameter. The material was produced by

the floating-zone~FZ! process, which yields a high-puritŷ100&
oriented single-crystaln-type silicon. Figure 2~a! shows a three-
dimensional image of the rough side of the wafer. In the measure-
ment, bothM andN are equal to 256. The AFM scanned area is
40mm340mm, resulting in a sampling intervald5156 nm. The
average height~mean surface!is at z50. The rms roughnesss is
0.47 mm and the estimated autocorrelation lengtht is 2.6 mm. If
the autocorrelation length is taken as the average surface wave-
length, there are 16 to 17 data points for each surface wavelength;
this allows detailed surface features to be revealed@19–24,33#.
The height distribution of the rough surface is plotted in Fig. 2~b!,
together with a Gaussian distribution with a standard deviation of
0.47 mm. The agreement between the measured and calculated
histograms suggests that the height distribution is close to the
Gaussian.

The joint probability density functionp(zx ,zy) in Eq. ~7! is a
function of bothzx andzy . If the events concerningzx andzy are
independent, p(zx ,zy)5p1(zx)3p2(zy), where p1(zx) and
p2(zy) are the marginal probability density functions, which are
the 1D slope distribution functions along two orthogonal direc-
tions, respectively@34#. If the surface is isotropic,p1(zx) and
p2(zy) are of the same functional relationship; thus, the 1D slope
distribution commonly used in the literature is sufficient@20#. If
the surface is anisotropic, the joint probability density function
~2D slope distribution! may become necessary. In the present

Fig. 2 Topographic characteristics of the rough side of the
silicon wafer: „a… 3D surface image; „b… height distribution
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work, both the 1D and 2D slope distributions will be determined
from the topographic data array and their applicability in model-
ing the BRDF will be examined.

The nodal network used to calculate the slope is shown in Fig.
3~a!. To obtain the 1D slope distribution, one can usezx5@z(m
11,n)2z(m,n)#/d or zy5@z(m,n11)2z(m,n)#/d to compute
the slopes along the row or column andzx85@z(m11,n11)
2z(m,n)#/(&d) or zy85@z(m,n11)2z(m11,n)#/(&d) to
compute the slopes along each diagonal, respectively. As an ex-
ample, the rms slopez rms along thex direction can be evaluated
by

z rms,x5A 1

MN (
n51

N

(
m51

M

~zx2^zx&!2 (8)

where^zx& is the slope averaged along all rows. It is found that
the mean slope in any direction is approximately zero for the

measured silicon surface. The rms slope and slope distribution
function are generally dependent on the sampling area and inter-
vals @20#. However, for the surface studied here, the calculated
rms slope and slope distribution function vary little when the sam-
pling interval is increased fromd to 3d. This suggests that the
chosen sampling interval is appropriate in the present study.

The calculation shows that the slope distributions along the row
and column are very close to each other, as are the slope distribu-
tions along the two diagonals, i.e.,p1(zx)'p2(zy). However,
there is significant difference between the former category and the
latter category. The slope distributions averaged within each cat-
egory are plotted in Fig. 3~b!, wherezx is used in a broad sense to
indicate the slope along the specified directions. The solid line
represents the average slope distribution over the diagonals and
the dashed line represents that over the row and column. The
slope distributions show some extent of symmetry aboutzx50
and the mean slope is almost zero. The rms slope of the rough
surface is approximately 0.336 for both categories. A Gaussian
distribution with a standard deviation of 0.336 is shown as the
dash-dot line. Although the height distribution of this rough sur-
face is very close to the Gaussian, the measured slope distribu-
tions deviate significantly from the Gaussian distribution. The
peak atzx50 in the diagonal slope distribution~solid line! is
much higher than that in the Gaussian. Furthermore, instead of
decreasing monotonically, there are two side peaks atzx'
60.47 in the solid line and the magnitude of these peaks is about
one-fourth of that atzx50. The slope distribution calculated along
the row and column~dashed line!has a lower central peak than
that calculated along the diagonals and the side peaks appear at
zx'60.33, closer to the center than those in the solid line. It is
well understood that the peak atzx50 in the slope distribution
results in a specular peak in the BRDF. The impact of the side
peaks on the BRDF will be discussed in Section 5, along different
directions.

To evaluate the 2D slope distributionp(zx ,zy), each surface
element is determined by the four closest nodes in the data array.
The four-node element may be thought of as two triangular sur-
faces with a common side@shown as a dashed line in Fig. 3~a!#.
The surface normals for the two triangles can be averaged to give
the mean slope of the surface element such that

zx5
zm11,n2zm,n

2d
1

zm11,n112zm,n11

2d
(9a)

zy5
zm,n112zm,n

2d
1

zm11,n112zm11,n

2d
(9b)

Figure 3~c!presents the 2D slope distribution function, based
on the average of AFM measurements at two different locations.
The main peak is located at the origin (zx5zy50) and is shaped
like a cone, suggesting that the slope distribution is nearly isotro-
pic within a small inclination angle. About one-third of all the
slopes fall withinz5Azx

21zy
2<0.2, corresponding to an inclina-

tion anglea511 deg. A striking feature in the 2D slope distribu-
tion is the four side peaks, located symmetrically around the main
peak, on the diagonal lines (zx6zy50). The distance between the
centers of the side peaks and the origin is approximatelyz
5Azx

21zy
250.33&50.47. This number is in good agreement

with that corresponding to the position of the side peaks in the 1D
slope distribution along the diagonals. All side peaks have a simi-
lar magnitude, which is about one-fourth of that of the main peak.
It can be inferred that there are many microfacets with an incli-
nation angle near 25 deg in the measured surface.

4 BRDF Measurements Using a Laser Scatterometer
Different designs and instruments have been used to measure

the BRDFs of metal, semiconductor, and dielectric surfaces at
various wavelengths and temperatures@5,6,35–38#. In the present
study, the BRDF of the wafer surface was measured at room tem-

Fig. 3 Nodal network and the slope distributions: „a… sche-
matic of the nodal network; „b… 1D slope distributions, p 1„zx…;
„c… 2D slope distribution, p „zx ,zy…
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perature using the Three-Axis Automated Scatterometer~TAAS!
@39#. As shown in Fig. 4, TAAS has three major components: a
laser source, goniometric table, and detection assembly with a
data acquisition unit. A thermoelectric-cooled fiber-coupled pho-
todiode laser system provides a narrow band source at 635 nm or
785 nm~by interchange the laser diodes!. The compact laser sys-
tem has excellent wavelength and power stability. The maximum
power coming out of the fiber is approximately 5 mW. The light
source is stationary, and the laser beam is parallel to the optical
table. Three automated rotary stages, actuated by the step motors,
allow the incidence direction and the reflection direction to be
changed. A sample holder is mounted to one of the rotary stages,
and the wafer to be measured is attached to the sample holder. The
surface of the sample is then set perpendicular to the optical table.
When the rotary stage moves, the sample rotates along a vertical
axis; thus, the incidence zenith angleu i is changed automatically.
A dial on the sample holder is used to rotate the sample around its
surface normal, manually changing the incidence azimuthal angle
f i . The other two automated rotary stages move a silicon photo-
diode detector, which is positioned in a light tight tube fastened to
the end of a rigid rotary arm, to measure the reflected radiation. A
reference detector monitors the power of the incident radiation by
using a beam splitter. Two transimpedance amplifiers maintain a
near zero bias across the photodiodes and have a large dynamic
range. A lock-in amplifier supplies a modulated current to the
laser diode controller so that the outputs of two detectors are
phase-locked to the internal reference of the lock-in amplifier.
Therefore, the influence of the background radiation is eliminated
without using a mechanical chopper. A computer controls the po-
sition of the goniometric table and records the data. A linear po-
larizer is used and the BRDF measurements are performed sepa-
rately for s- andp-polarized incidence.

Since the output of the detector is proportional to its collected
power, BRDF can be calculated from outputs of the movable de-
tector and the reference detector. The measurement equation is
@5,39#

f r~u i ,f i ,u r ,f r !5
VA

VBCI cosu rDv r
(10)

whereVA andVB are the output signals from the movable detector
and the reference detector, respectively,Dv r is the reflection solid
angle~which is 1.8431024 sr for the TAAS!, and the instrument
constantCI is included to address the ratio of the beam splitter
and the different responsivities of the two detectors. Measure-
ments can be performed with a scattering angle up to 88 deg. The
instrument cannot measure retroreflection within a narrow angular
region of about63 deg around the incidence direction because
the detector tube will block the laser beam. The estimated uncer-
tainty of the measurement is 0.5% atu r545 deg and 2% at

u r580 deg, without considering stray light or misalignment. To
calibrate the TAAS, several different samples were also measured
with a reference instrument at the National Institute of Standards
and Technology~NIST! @5#. Comparison results have shown that,
at l5635 nm and 785 nm, the relative difference is within 5%
between the two instruments@39#.

5 Comparison of Predicted and Measured BRDFs
The silicon wafer is opaque at wavelengths less than 1100 nm,

corresponding to the band gap energy at room temperature@35#.
The optical constants of silicon are taken from the handbook@40#.
Since s/l is from 0.60 to 0.74 ands/t50.18 for the studied
surface, geometric optics approximation is appropriate foru i and
u r up to 70 deg@11#. The model given in Eq.~7! did not include
multiple scattering. For a perfect conducting surface withs/t
50.2 atu i530 deg, it has been shown that the reflected energy
due to the multiple scattering is only 2%@13#. Therefore, neglect-
ing the multiple scattering will not cause significant error for the
studied surface at most angles. The predict BRDF from Eq.~7!
using the 1D and 2D slope distribution functions are to be com-
pared with the measurement results. For convenience, an observa-
tion angleuobs is defined asuobs5u r whenf r5f i1180 deg, and
uobs52u r whenf r5f i . Because the term cosur in Eq. ~10! is
very small whenu r gets close to 90 deg,f r cosur is used as the
y-axis in the following.

5.1 Using 1D Slope Distribution. To use the 1D slope dis-
tribution, it is assumed that the two functionsp1(zx) and p2(zy)
are the same. Sincezy has to be zero for in-plane scattering, the
joint probability density functionp(zx ,zy) can be written as
p1(zx)3p1(0). The x-y coordinates are rotated 45 deg for the
diagonal directions. Figure 5 compares the predicted BRDFs us-
ing the slope distribution along the diagonals with the BRDFs
measured atl5635 nm withf i545 deg, foru i515 and 45 deg.
No data could be taken within63 deg about the retroreflection
direction because the detector tube would block the incident
beam. The peak inf r cosur is located at the specular reflection
direction. The predicted and measured BRDFs atu i515 deg agree
well for both p ands polarizations, except for the region around
the specular direction, at which the predicted value is 28% lower.
At u i545 deg, however, the predicted BRDF in the specular di-
rection (u r545 deg!is 7% higher than the measured. The discrep-
ancy at the specular direction might be due to the diffraction ef-
fect, not included in the geometric optics framework. The
magnitude of the specular peak is given byf r cosur

5p1
2(0)r(n,k,c)/cosui , which is only a function of the reflectivity

that is dependent on polarization and angle of incidence. This
explains the high specular peaks atu i545 deg fors polarization
as seen in Fig. 5~b!.

In the BRDF curve atu i515 deg, subsidiary peaks can be seen
on both sides of the specular direction atuobs'235 and 62 deg.
These peaks are not sharp, but with a plateau region. The excellent
agreement between the measured and predicted BRDFs at the sub-
sidiary peaks suggests that the occurrence of the subsidiary peak
in the BRDF is related to the distribution of the microfacet orien-
tation. The side peaks in the slope distribution is atz'0.47,
which corresponds toa'25 deg. When the incident beam hits a
microfacet with an inclination anglea525 deg~in the plane of
incidence!, the scattering angle will be atuobs5u i62a. For
u i515 deg, the corresponding reflection angles areuobs5235
and 65 deg, which is close to235 and 62 deg, from the BRDF
measurements. Foru i545 deg, the predicted subsidiary peak at
uobs525 deg is observed in Fig. 5, whereas the other atuobs
595 deg is not physical. It might be expected thatf r cosur would
increase toward 90 deg due to the side peak. However, the situa-
tion is more complicated whenuobs is close to 90 deg since
f r cosur is also dependent on the reflectivity of the microfacet.
For p polarization, the reflectivityr decreases to almost zero at
the Brewster angle@3#, which is approximately 75 deg for silicon

Fig. 4 The experimental setup of the TAAS
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at l5635 nm. The local incidence anglec is close to 70 deg
when uobs590 deg. Therefore, both the predicted and measured
values of f r cosur decrease monotonically from the specular di-
rection towards 90 deg as shown in Fig. 5~a!.

On the other hand, the reflectivity fors polarization increases
with the angle of incidence. However, the masking effect will
reduce the scattered radiation towards 90 deg. Both the predicted
and measured values off r cosur exhibit a shoulder between
uobs560 and 90 deg. Their magnitudes, however, are quite differ-
ent. The measured values are much higher than the predicted.
Repeated measurements gave the same BRDF when a significant
stray light was intentionally introduced or carefully removed dur-
ing the experiment. Hence, the observed feature is the actual be-
havior of the sample surface rather than an instrument artifact.
The discrepancy fors polarization may be attributed to multiple
scattering, which can be significant at large reflection angles, and
the breakdown of Smith’s shadowing function at large reflection
angles, when the surface statistics is not Gaussian. The influence
of multiple scattering and masking is not as significant forp po-
larization due to the small reflectivity around the Brewster angle.

To study the effect of wavelength, the BRDFs withu i530 deg
andf i545 deg are shown in Fig. 6 atl5635 nm and 785 nm, for
positive observation angles only. Atl5635 nm, the predicted
BRDF peak is 14% lower than the measured, whereas atl
5785 nm, the predicted and measure BRDF peaks are close to
each other. For this incidence angle, subsidiary peaks correspond-
ing to the slopea525 deg are atuobs5220 and 80 deg. Subsid-
iary peaks were observed atuobs5220 deg in the measured
BRDF ~not shown in Fig. 6!. However, no peaks were observed

around 80 deg due to the low reflectivity forp polarization. Fors
polarization, the subsidiary peak tends to shift to a smaller reflec-
tion angle since the shadowing functionS(u r) decreases very fast
with increasing reflection angle. Similar to the argument foru i
545 deg, multiple scattering and the breakdown of Smith’s shad-
owing function may be the reason why the measured and pre-
dicted BRDF does not agree well fors polarization at lager ob-
servation angles. According to the geometric optics model, the
effect of wavelength is introduced through the reflectivity that
depends on the optical constants. The refractive index of silicon at
room temperature is 3.88 atl5635 nm and 3.71 atl5785 nm
@40#. Therefore, the reflectivityr(n,k,c) for a smooth surface is
slightly higher at the shorter wavelength atc,70 deg. According
to Eq.~7!, the BRDF in the specular direction should be about 5%
higher atl5635 nm than atl5785 nm due to the difference in
the refractive index at the two wavelengths. However, for both
polarizations the measured BRDF atl5635 nm around the
specular direction is more than 15% higher than that at 785 nm.
This suggests that the effect of wavelength requires further inves-
tigation and wave-optics-based models may be required to take
into account the diffraction effect.

Although the predicted BRDF using the slope distribution along
the diagonals is in good agreement with the measurement atf i
545 deg, the same cannot be said when the predicted BRDF
using the slope distribution along the row and column is compared
with the measurement result atf i50 deg. This is clearly demon-
strated in Fig. 7, in which the predicted and measured BRDFs at
f i50 deg are plotted withl5635 nm andu i50 deg. The solid
line represents the predicted BRDF using the 1D slope distribu-

Fig. 5 Comparisons of the predicted and measured BRDFs at
lÄ635 nm: „a… p polarization; „b… s polarization

Fig. 6 Effect of wavelength on BRDF: „a… p polarization, „b… s
polarization
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tion and has three prominent peaks. On the contrary, the measure-
ment data, represented by the triangular marks, showed only one,
but a much higher specular peak. In this case, the BRDF at the
specular direction cannot be measured due to beam blocking. The
measured BRDF atf i590 deg is very similar to that measured at
f i50 deg. It is clear that the 1D slope distribution along the row
and column does not correlate with the measured BRDF along the
same directions. Nevertheless, the 2D slope distribution can be
used to obtain a much better matching with the experiments, as
shown by the dashed line in Fig. 7.

5.2 Using 2D Slope Distribution. For the in-plane scatter-
ing, one component of the slope must be equal to zero. Therefore,
the cross-sections of the 2D slope distribution are related to the
in-plane BRDFs at different azimuthal angles. For example, at
f i50 deg the plane of incidence is thex-z plane and the prob-
ability of microfacets that contribute to the in-plane scattering is
p(zx,0), which is the cross-section ofzy50 in the 2D slope dis-
tribution. The cross-sectionp(zx,0) is substituted into Eq.~7! to
predict the in-plane BRDF atf i50 deg, and this result is repre-
sented by the dashed line in Fig. 7. The prediction agrees well
with the measured result except near the specular region. There is
no subsidiary peak in the predicted BRDF using the cross-section
and the measured BRDF. Hence, the side peaks presented in the
slope distribution along the row and column do not correlate with
the in-plane BRDF. This can be understood by examining the
cross-section of the two dimensional slope distributionp(zx,0),
where there are no side peaks in thex-z plane with ana518 deg
(zx50.33,zy50). These side peaks in the 1D slope distribution
along the row~or column!are the artifact resulting from the mi-
crofacets, whose normal is in thezx6zy50 plane witha525
deg, as they are projected to thex-z plane. Furthermore, the pre-
dicted BRDF using the cross-section ofzx6zy50 is very close to
that using the 1D slope distribution along the diagonals. The rea-
son is that the way in which the 1D slope is calculated happens to
result in the correct distribution, since the normal of most micro-
facets that contribute to the side peaks is close to the planex6y
50. Therefore, care must be taken when using the 1D slope dis-
tribution to predict the BRDF for anisotropic surfaces.

Further measurements are performed at several azimuthal
angles, and the results are compared to the predicted BRDF using
the corresponding cross-sections of the 2D slope distribution. The
comparisons are shown in Figs. 8 and 9. The solid line is the
averaged result atf i50 deg andf i590 deg. The dashed line is
the averaged result atf i545 deg andf i5135 deg. The dash-dot
line is the result atf i530 deg. The variation of the predicted
BRDF with the azimuthal angle agrees well with that in the mea-
sured BRDF. It should be noted that the sampling area to calculate

the slope distribution is only 40mm340mm, whereas in the light
scattering measurement the beam spot on the sample is near 5 mm
in diameter, which might better represent the average behavior of
the surface. The discrepancy in Fig. 9(b) at large positive obser-
vation angles is due to the same reason as given in the discussion
of Fig. 5(b). The variation of the BRDFs with the azimuthal
angles is attributed to the anisotropic slope distribution. When the
azimuthal angle is at 0 deg~or 90 deg!, there are no subsidiary
peaks in the BRDF because the cross-section is cut atzy50 ~or
zx50). When the azimuthal angle is at 45 and 135 deg, the cross-
sections withzx6zy50 have to be chosen, which exhibit side
peaks. Consequently, there are prominent subsidiary peaks in
BRDF. When the azimuthal angle is at 30 deg, the subsidiary
peaks in the BRDF are noticeable but less significant.

As an inverse scattering problem, the BRDF may be used to
determine the slope distribution@26#. The cross-section of the 2D
slope distribution can be calculated from the measured in-plane
BRDF. Iterations are necessary because the rms slope is an input
of the shadowing function and it is not known until the slope
distribution is evaluated. To obtain the 2D slope distribution from
the angular-resolved scattering data, one needs to measure the
BRDF for additional azimuthal angles. This approach to deter-
mine the 2D slope distribution would not be as effective as the
one using the AFM topographic data.

Subsidiary peaks were also observed by Shen et al.@30# for a
different silicon wafer withs of 0.94mm and atl50.95mm. The
difference between the specular direction and the direction where
the subsidiary peak occurs is about 50 deg, which corresponds to
an inclination anglea525 deg. This angle is also the angle ob-
served for the studied surface in the present work, indicating that

Fig. 7 Comparison of BRDFs at azimuthal angle f iÄ0 deg

Fig. 8 BRDFs at different azimuthal angles for p polarization:
„a… predicted; „b… measured
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the peaks in the slope distribution may be related to the micro-
structure of the ‘‘random’’ rough silicon surface resulted from the
wafer manufacturing process. In fact, the side peaks may be at-
tributed to the resurfacing of the randomly oriented microfacets
by the chemical etching process. The wafer has^100& crystalline
orientation. The angle between the~100!plane and the~311!plane
is cos21(3/A11)525.2 deg, which is in excellent agreement with
the angle observed in the measured slope distribution and BRDF.
The $311% planes are stable because the etch rate for the$311%
planes is much slower than that of the$100% plane@41#. Further-
more, there are four planes in the crystallographic plane family
$311%, and the projection of the directions^311& in the ~100!plane
is separated by every 90 deg. The non-Gaussian and anisotropic
features in the studied surface may also exist in other semicon-
ductor wafers because the chemical etching is a standard process
to treat the rough side of wafers. However, when measured with
AFM and the scatterometer, many wafers do not exhibit side
peaks at all. Further study is needed to identify the exact cause of
the structure seen in the slope distribution and BRDF.

6 Conclusions
The rough side of a silicon wafer was characterized using an

atomic force microscope. The 1D and 2D slope distribution func-
tions were obtained from the AFM surface topographic data and
found to deviate from the Gaussian distribution significantly with
remarkable side peaks. The 1D slope distributions and the cross-
sections of the 2D slope distribution are incorporated into a geo-
metric optics model to predict the in-plane BRDF, which are then

compared with the BRDF measured with a laser scatterometer.
The predicted BRDF using the 1D slope distribution along the
diagonals agrees reasonably well with the BRDF measured atf i
545 deg. The discrepancy in the specular direction may be attrib-
uted to the limitation of the geometric optics approximation. How-
ever, the predicted BRDF using the 1D slope distribution along
the row and column fails to describe the BRDF measured atf i
50 deg. Nevertheless, the prediction using the cross-section of
the 2D slope distribution are in good agreement with the measured
result at f i50 deg as well as at other azimuthal angles. The
occurrence of the subsidiary peaks in the BRDF can be correlated
quantitatively with the side peaks in the 2D slope distribution. The
deviations at large positive observation angles fors polarization
may be attributed to multiple scattering, and the breakdown of the
shadowing function for the non-Gaussian surface at large reflec-
tion angles.

The method used in this work may be applied to predict the
BRDF of other anisotropic or non-Gaussian rough surfaces and
the present study may help characterize the microstructure of the
particular surface. The BRDF obtained in this study may be ap-
plied to model the effective emissivity of silicon wafers to im-
prove the temperature measurement accuracy in semiconductor
manufacturing processes. Further studies are needed to relate the
occurrence of side peaks and the key parameters in the wafer
manufacturing process so that the slope distribution might provide
useful information for the manufacturing process.
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Nomenclature

CI 5 instrument constant
d 5 sampling interval
f r 5 bidirectional reflectance distribution function~BRDF!
L 5 radiance
n 5 microfacet normal
n 5 refractive index
p 5 probability density function
S 5 shadowing function
V 5 output of detector

Greek symbols

a 5 inclination angle
z 5 slope
u 5 polar angle

uobs 5 observation angle
k 5 extinction coefficient
l 5 wavelength
r 5 reflectivity of smooth surface
s 5 root-mean-square roughness
t 5 autocorrelation length
f 5 azimuthal angle
c 5 local incidence angle
v 5 solid angle

Subscripts

i 5 incoming
r 5 reflected
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Entropy Generation Extrema and
Their Relationship With Heat
Exchanger Effectiveness—
Number of Transfer Unit Behavior
for Complex Flow Arrangements
While the concept of minimum irreversibility is associated with the maximum energy
efficiency for energy conversion processes in thermal systems, we have found that it is not
quite applicable to the heat exchanger analysis. We have shown that the heat exchanger
effectiveness can be maximum, having an intermediate value or minimum at the maximum
irreversibility operating point depending on the flow arrangement of the two fluids. Simi-
larly, the heat exchanger effectiveness can be minimum or maximum at the minimum
irreversibility operating point. The objective of this paper is to illustrate and discuss such
heat exchanger performance and irreversibility trends by combining the temperature dif-
ference irreversibility with theP-NTU results for complex flow arrangements.
@DOI: 10.1115/1.1846694#
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Introduction
Dimensionless closed-form algebraicP-NTU-R or

«-NTU-C* relationships1 are presented in the literature~Kays
and London@1#, Pignotti and Shah@2#, Shah and Sekulic@3#,
Kandlikar and Shah@4#! for over 100 different flow arrangements
for two-fluid heat exchangers design and analysis. When one re-
views suchP-NTU or «-NTU results for a variety of two-fluid
exchanger flow arrangements, the following observations can be
made:

• TheP-NTU or «-NTU results for anyR or C* value~except
for R or C* 50) are different and dependent upon the flow ar-
rangement of the two fluids.

• For some flow arrangements~such as counterflow, parallel-
flow, unmixed-unmixed crossflow!, P or « increases monotoni-
cally with increasingNTU and reaches an asymptotic maximum
value that may be dependent upon theR or C* value. This
asymptotic value can be unity or less than unity.

• For some flow arrangements~such as mixed-mixed crossflow,
1-2 TEMA G and H having overall parallelflow, and 1-2 TEMA J
exchangers!,P increases withNTU, reaches a maximum value,
and then decreases with a further increase inNTU and reaches an
asymptotic minimum value lower than unity for any givenR
value (0,R1,`).

• For other flow arrangements~such as a 3 pass23 pass plate
heat exchanger with overall parallelflow and individual passes in
counterflow!,P first increases withNTU, reaches an almost flat
value at someNTU and then the rate of increase inP decreases

up to some another value ofNTU beyond which the rate of in-
crease ofP with NTU continues to increase with further increase
in NTU to reach finally an asymptotic value atNTU5`.

In order to explain the aforementionedP-NTU or «-NTU per-
formance behavior for complex flow arrangements, limited at-
tempts have been made in the literature to evaluate the entropy
generation rate and conduct an irreversibility analysis, based on
the Second Law. Our initial objective was to explain why for the
same surface area and identical surfaces, inlet temperatures and
flow rates, different exchanger flow arrangements have different
heat transfer rates. For some flow arrangements, we are successful
to explain the reasoning using analysis of total irreversibility as-
sociated with a heat exchanger. For example, we can explain why
a parallelflow heat exchanger will transfer 50 percent of the heat
compared to that for a counterflow heat exchanger forR151 and
NTU1→`. However, such reasoning is not possible to explain
the phenomena for many complex flow arrangements. This is
what we will address in the paper. In order to cover a broad
spectrum of the flow arrangements, we have considered a total of
18 flow arrangements: conventional single pass flow arrange-
ments, commonly used shell-and-tube heat exchanger flow ar-
rangements, and some key multipass plate heat exchanger flow
arrangements. The results presented then should cover the trends
for many other flow arrangements that are also not covered in the
analysis of this paper. From the thermodynamics point of view,
the temperature cross and fluid mixing analogy, the definition of
heat exchanger effectiveness, thermodynamics figure of merit, etc.
are important points for heat exchanger analysis and interpreta-
tion, but are beyond the scope of this paper.

We will first briefly explain the concept of the temperature
cross, and then relate the temperature cross phenomena with irre-
versibility analysis.

Temperature Cross, Irreversibility and Effectiveness
Since some of the peculiar behavior of theP-NTU or «-NTU

results is related to the temperature cross, let us first define it. The
temperature cross derives its name from fictitious or actual cross-
ing of the temperature distributions of the hot and cold fluids in an

This paper was presented at the Fifth ISHMT/ASME Heat and Mass Transfer
Conference in Calcutta, India, and published in Heat and Mass Transfer 2002, Proc.
5th ISHMT-ASME Heat Mass Transfer Conf., Tata McGraw-Hill Pub. Co. Ltd., New
Delhi, India, pp. 910–919, 2002. Reprinted with permission. ©2002, Tata McGraw-
Hill Publishing Company, Ltd., 7 West Patel Nagar, New Delhi 110008, India..
Manuscript received by the Heat Transfer Division November 27, 2002; revision
received August 28, 2003. Associate Editor: M. K. Jensen.

1The P-NTU-R method is preferred over the«-NTU-C* method for a stream
asymmetric exchanger since only one formula covers the complete range ofR from
0 to `. One needs two different«-NTU-C* formulas to cover the complete range of
the heat capacity rate ratio.

994 Õ Vol. 126, DECEMBER 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



exchanger. If there is no actual crossing of hot and cold fluid
temperature distributions as a function of the axial length within
an exchanger for any flow arrangement andTc,o.Th,o , we will
refer to it as an external temperature cross as found in the tem-
perature distributions of a counterflow exchanger and the 1-2
TEMA E shell-and-tube heat exchanger of Fig. 1~a! for a high
NTU case. On the contrary no temperature cross occurs at low
NTU represented in Fig. 1~a!and 1~b!by dashed lines. We will
call it an internal temperature cross if there is an actual crossing of
hot and cold fluid temperature distributions (Tc.Th) locally
somewhere within an exchanger; and beyond that point along the
flow lengthTc.Th , and reverse heat transfer takes place~original
cold fluid transferring heat to the original hot fluid!. There are two
possibilities for the internal temperature cross:~i! Tc.Th , as in
the 1-2 TEMA E exchanger of Fig. 1~b! at high NTU, or ~ii!
Tc,o, local.Th,o, local where the subscript local means one of the
multiple outlets on one or both fluid sides of an exchanger such as
that occurs in a 1-2 TEMA J exchanger. Note in Fig. 1 that there
can be an external temperature cross/meet at the exchanger outlet
with or without an internal temperature cross. Similarly, there can
be an internal temperature cross with~e.g., 1-2 TEMA J ex-
changer!or without ~e.g., 1-2 TEMA G and H exchanger with
overall parallelflow! a temperature cross at the exchanger outlet.

An irreversible process is referred to as a thermodynamic pro-
cess, which cannot revert to the original state from the final stage
without additional energy interaction~s! from surrounding. The
factors that cause a process to be irreversible are called irrevers-
ibilities. There are several irreversibilities present in a heat ex-
changer. The most important ones are:~1! heat transfer across a
finite temperature difference,~2! mixing of fluid streams, and~3!
fluid flow friction phenomena, among many other possible irre-
versibilities. Our focus in this paper will be to address only the
first two irreversibilities because they are the only one responsible
for different theoretical heat transfer performance behavior
(P1-NTU1) of the exchangers of different flow arrangements
~i.e., we do not consider flow friction effects while deriving
P-NTU or «-NTU formulas!.2 The irreversibility can be mea-
sured in terms of the entropy generation or energy losses~exergy
destruction!, and are designated asṠirr and İ irr respectively here.
The measuresṠirr and İ irr are related byİ irr5To•Ṡirr whereTo is a
temperature weighting factor, interpreted as the temperature of the
surroundings, which is identified as a thermodynamic reference
state for measuring the thermal energy potential of the system at

hand. Since our focus is on a heat exchanger as a component in
this paper, and we are not going to discuss any system in which a
heat exchanger is one of the components, we will consider only
the irreversibility measured in terms of the entropy measure.

The heat exchanger analysis just involves heat~thermal energy!
as the same form of energy in transfer rejected by one fluid and
absorbed by another fluid in equal amounts. Therefore, we mea-
sure the efficiency of the heat transfer process by the ‘‘exchanger
heat transfer effectiveness’’ defined as ratio of actual heat transfer
rate and maximum possible heat transfer rate from one fluid to the
other, Kays and London@1#. The effectiveness thus ranges from
zero to 100 percent, and in fact, some commercial heat exchangers
are available today that has effectiveness of 98 percent and higher
at some operating points. We can apply the irreversibility analysis
to the heat exchangers to understand why the heat exchangers of
different flow arrangements differ in performance for the same
given design conditions~flow rates, inlet fluid temperatures and
heat transfer surface area!. However, such analysis does not al-
ways explain the reasoning of different performance behavior of
various exchanger flow arrangements by the conventional irre-
versibility analysis. This is because it can be found that the heat
exchanger effectiveness can be maximum, having an intermediate
value or minimum at the maximum irreversibility operating point
depending upon the flow arrangement; similarly, the heat ex-
changer effectiveness can be minimum or maximum at the mini-
mum irreversibility operating point. Thus while the concept of
minimum irreversibility is associated with the maximum effi-
ciency for a power thermal system, it may not quite applicable for
the heat exchanger analysis. Sekulic@5# has noted some such in-
consistencies between the highest effectiveness and the highest
entropy generation level for cases ofC* 50 as well as single-pass
counterflow and parallelflow arrangements. Therefore, our pur-
pose will be to juxtapose and discuss such heat exchanger perfor-
mance trends and the temperature difference irreversibilities asso-
ciated with transfer processes in complex flow arrangements of
shell-and-tube and plate heat exchangers.

Literature Review on Temperature Cross and
Irreversibility in Heat Exchangers

The common method of exchanger analysis in the process in-
dustry is the mean~or log-mean!temperature difference method.
The concept of the temperature cross is well known in the process
industry due to Kern@6#. While Kern recommended the limiting
value of mean~or log-mean!temperature difference correction
factorF as 0.75, the commonly used limiting value of theF factor
is 0.8 and higher in the process industry. No reasoning for the
selection of thisFmin50.8 was reported in the literature. Shah@7#
showed that when the temperature cross~using its definition! oc-
curs at the exchanger outlet,F'0.8 for most of the operating
range ofR1 ~0.1 to 20.0!for the 1-2 TEMA E exchanger~the most
commonly used exchanger for single-phase fluids in the process
industry!, thus providing an analytical basis for the well-thought
rule of thumb ofFmin'0.8.

Bejan@8,9# introduced the concept of irreversibility in heat ex-
changer design analyzing a counterflow heat exchanger. His
analysis included entropy generation due to finite temperature dif-
ference as well as fluid friction~pressure drop!. To estimate quan-
titatively the entropy generation, he introduced an entropy genera-
tion numberNs defined as the entropy generation rate normalized
with respect to the maximum fluid heat capacity rate, i.e.,
Ṡirr /Cmax. Assuming nearly ideal behavior attributed by«'1, he
provided the formulation forNs for a counterflow heat exchanger
and discussed the results forR15C* 51 as well asR1Þ1 for
various values of the inlet temperature ratioq5T1,i /T2,i . He
showed thatNs is zero atNTU150 and` and has a maximum
value at some finite value ofNTU1 . He referred to this symmetry
behavior as the ‘‘entropy generation paradox.’’ Sekulic@10# have
provided an explanation of this paradox. Hesselgreaves@11# pro-
posed an approach that eliminates the paradoxical behavior of the

2It should be emphasized that the total exchanger irreversibility is the sum of the
heat transfer and pressure drop~due to flow friction! and any other irreversibilities
present.

Fig. 1 Idealized temperature distributions in a 1-2 TEMA E ex-
changers „different by the shell fluid nozzle orientation … with
shell fluid mixed for low NTU „with dashed lines …—case of no
TC, and high NTU „with solid lines …: „a… case of external TC,
and „b… external and internal „m… TC.
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temperature difference irreversibilities by nondimensionalizing
the entropy generation rate~due to heat exchange at finite tem-
perature difference! by (q/Tc,i).

Our explanation of the paradox is as follows. Let us consider a
heat exchanger at any value ofR1 with inlet temperatures of two
fluids specified. AtNTU150, the surface area of any heat ex-
changer approaches zero, and results indq50 andṠirr50. Thus,
increasingNTU1 above zero whenever there is a finite tempera-
ture difference must always increase inṠirr because accordingly to
the 2nd Law,Ṡirr cannot be negative. This increase inṠirr cannot
continue to infinity asNTU1 increases becauseṠirr has a finite
upper bound attainable for the case of two contiguous systems
exchanging heat at spatially constant temperatures equal the inlet
temperatures of fluids for a heat exchanger. Such upper limit for
Ṡirr is not attainable for a real heat exchanger because the fluid
temperature difference (Th-Tc) throughout the exchanger will be
less than (Th,i-Tc,i). As NTU1 approaches infinity, the behavior
of Ṡirr becomes dependent on how fluid temperatures can differ,
andṠirr can be zero or a minimum value for all exchangers except
for a parallelflow exchanger for which the initial increase is as-
ymptotically continued to a maximum value. As an example, for a
special case of the pure counterflow exchanger withR151, the
temperature difference (Th-Tc) tends to zero throughout heat ex-
changer asNTU1→` and Ṡirr approaches zero. Hence, a nonne-
gative functionṠirr possessing always a finite upper bound and
with two minimum values~at NTU150 and`! must have at least
one maximum in between leading to the so-called entropy genera-
tion paradox. In turn, this paradox for the standalone heat ex-
changer is an intrinsic behavior of the temperature difference ir-
reversibility function and it can never be removed without
violating the 2nd Law. Thus in reality, there is no paradox if one
considers the temperature difference irreversibility for a standal-
one heat exchanger.

Sekulic @5# conducted an irreversibility analysis for heat ex-
changers and presented the results in terms ofYs(51
2Ṡirr /Ṡirr,max), designated as Heat Exchanger Reversibility Norm
~HERN!, as a function ofNTU for six single-pass exchangers. He
also presented the results in terms ofṠirr /Ṡirr,max versusNTU for
the 1-2 TEMA E shell-and-tube heat exchanger~with the shell
fluid mixed or unmixed!, and three two-pass and three-pass cross-
flow exchangers of different flow arrangements. He then com-
pared and discussed these results, and concluded that compared to
a base exchanger, those exchangers having higherṠirr /Ṡirr,max after
theNTU value forṠirr,max have poorer heat transfer performance.
He showed graphicallyYs as a function ofNTU for a mixed-
mixed crossflow exchanger, and mentioned that a local maximum
occurs after a minimum value ofYs. However, no explanation of
this Ys-NTU behavior was provided. Note that Sekulic@5# makes
Sirr nondimensional asṠirr /Cmax. Sekulic @10# demonstrated that
the temperature cross point occurs at theNTU value that corre-
sponds to the maximum irreversibility for all exchanger flow ar-
rangements except for parallelflow. Exceptions to this fact will be
noted later in this paper.

Kmecko@12#conducted an irreversibility analysis of 1-2 TEMA
G and H ~both overall parallelflow! and J exchangers and pro-
vided an explanation on the reasoning and implication of one or
two maximums present inS* /Smax* versusNTU curves by com-
puting the heat transfer rate in four zones of the exchanger~due to
two tube passes and the shell fluid splitting into two streams in the
exchanger!.

Hesselgreaves@11# conducted an irreversibility analysis for heat
exchangers with zero and finite pressure drop. For the zero pres-
sure drop case, he analyzed counterflow (C* <1), parallelflow
exchangers and a condenser and an evaporator. He madeṠirr di-
mensionless in a manner similar to Witte@13# and presented re-
sults in terms of a modified entropy generation numberNs1 based
on heat flow rate as a function of« thus Ns15Ns /@«•(Th,i /Tc,i

21)# whereNs5Ṡirr /Cmin .

To overcome the Bejan’s entropy generation paradox, Ogiso
@14# emplyoed the total thermal conductance of heat exchanger
UA to define dimensionless entropy generation index as
Ṡirr /(UA); this results in (Ṡirr /Cmin)/NTU. For a balanced coun-
terflow arrangement, Ogiso@14# demonstrated that the Bejan’s
paradox can be removed by using the entropy generation index
Sirr /UA.

This literature review suggests that the irreversibility analysis
has been reported for some flow arrangements and the perfor-
mance behavior patterns with irreversibility analysis have not
been analyzed systematically and in any detail for complex flow
arrangements. Our goal is to fill this gap based on the most rep-
resentative population of 18 flow arrangements of two fluid heat
exchangers.

Irreversibility Analysis for Exchangers
We consider heat exchangers within the framework of the con-

trol volume approach with inlet/outlet ports allowing for mass
flows while the external walls of the exchanger are adiabatic and
there is no work interactions with surroundings. The internal wall
separating the fluids permits only heat transfer between the fluids.
The entropy measure of the irreversibility for such a heat ex-
changer can be written as follows:

Ṡirr5DṠ5ṁ1•Ds11ṁ2•Ds2 (1)

whereṁ1 andṁ2 are the mass flow rates of Fluids 1 and 2, and
Dsj ( j 51,2) are the changes in their specific entropies within the
exchanger. Now we will develop a relationship between the ex-
changer irreversibility and exchanger performance parameters (P1
andR1 or NTU1 andR1). The exchanger effectiveness formulas
are derived based on the assumption that the heating effect due to
viscous fluid friction effect is negligible. Hence, we will evaluate
Ṡirr only due to finite temperature differences considering the flu-
ids as pure simple single-phase compressible substances. Thus Eq.
~1! results in

Ṡirr5(
j5 1

2

ṁj•Dsj5ṁ1•cp,1• ln
T1,o

T1,i
1ṁ2•cp,2• ln

T2,o

T2,i
(2)

Note thatṠirr.0 always, and only inlet and outlet temperatures
are required in Eq.~2! irrespective of the exchanger flow arrange-
ment. Also note that a formula of Eq.~2! can represent the irre-
versibility associated with mixing of the same fluids having dif-
ferent temperatures, particularly if one wishes to analyze of
segment irreversibilities due to mixing, for example, in an outlet
pipe from multiple outlets~e.g., 1-2 TEMA J! and headers/
manifolds.

Now we will present the entropy measure of irreversibility of
Eq. ~2! in terms of the exchanger temperature effectivenessP1 ,
the heat capacity rate ratioR15C1 /C2 , and the inlet temperature
ratio q5T1,i /T2,i . Using the following definitions,

P15
T1,i2T1,o

T1,i2T2,i
R15

C1

C2
5

T2,o2T2,i

T1,i2T1,o
q5

T1,i

T2,i
(3)

and substituting them in Eq.~2! results in Eq.~4!3

Ṡirr

C1
5S* 5 ln@11P1•~q2121!#1

1

R1
• ln@11R1•P1•~q21!#

(4)

where Fluid 1 is theCmin fluid. Here ṠirrÞ0 for qÞ1 and Ṡirr

50 for q51. To demonstrate the intrinsic behavior ofṠirr versus

3We have made the dimensionlessS* 5Ṡirr /C1 . An alternative is to defineS*
5ṠirrTref /q which takes into account heat transfer in the exchanger, andTref can be
Th,i , Tc,i or Tambient depending on the system. OurS* definition does not involve
Tref and is used for the heat exchanger as a component and not for any thermody-
namic system analysis.
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exchanger performance for complex flow arrangements,Ṡirr is
made nondimensional asṠ5Ṡirr /Cmin . The motivation in favor of
such an approach is that nondimensionalization based on heat
flow rate (q/Tc,i), Hesselgreaves@11#, and that based on total
thermal conductance (UA), Ogiso @14#, may be inadequate or
fails when used with complex flow arrangements. It will be dem-
onstrated later in this paper. TheS* expression of Eq.~4! is valid
for all exchanger flow arrangements and can be evaluated by em-
ploying its appropriateP1-NTU1 ~or «-NTU after pertinent
modifications!formula. If Fluid 1 is theCmax fluid, we referṠirr to
the Cmin5C2 and modify Eq.~4! accordingly. Note that Sekulic
@5# definesS* differently asS* 5Ṡirr /C2 or S* 5Ṡirr /Cmax. Equa-
tion ~4! indicates the following functional relationship:

S* 5f1~P1 ,R1 ,q,flow arrangement!

5f2~NTU1 ,R1 ,q,flow arrangement! (5)

where the last equality is based on P1
5f2(NTU1 ,R1 ,flow arrangement). Using that equality, we will
evaluate the maximum value ofS* , designated asSmax* , and illus-
trate some results forS* /Smax* for specific flow arrangements as a
function of NTU1 and R1 for q52.0. In order to findSmax* or
Smin* , let us find the first and second derivatives ofS* of Eq. ~4!:

(6)

Based on this equation,Smax* or Smin* will occur at either M
5dS* /dP150, N5dP1 /dNTU150 or M5N50. Note thatM
represents the slope or gradient~or intensity of variation! of S*
with P1 , andN represents the slope ofP1 with NTU1 . Now the
second derivative of Eq.~6! is given by

(7)

whereJ is defined as the bracketed term; also note a negative sign
in the front of this term. The following cases are possible forSmax*
or Smin* based on Eqs.~6!-~7!.

Case 1.MÄdS* ÕdP1Ä0 of Eqs. „6…–„7…. We will now dis-
cuss the case of extremum inS* with NTU1 whenM , the gradi-
ent ofS* with P1 , is zero. It is clear that ifM50, the right-hand
side of Eq.~7! is always negative sinceR1 andJ are positive. This
meansM50 yieldsdS* /dNTU150 of Eq.~6! andS* of Eq. ~4!
as maximum. For this particular case, simplification ofM of Eq.
~6! as zero yields

P15
1

11R1
or «5

1

11C*
(8)

regardless of the value ofq. Substituting into Eq.~8! the defini-
tions of P1 andR1 given by Eq.~3! yields T1,o5T2,o. Thus, the
condition M50 means the temperature cross exists at the ex-
changer outlet; this operating point (T1,o5T2,o) will be referred to
as the TC point now onwards. This was the specific case that was
reported by Shah@7# and Sekulic@5# as the temperature cross at

the exchanger outlet and was implied that it is valid for all flow
arrangements. However, as shown above, it is true only ifM50
within range of variability ofP1 or « for a given flow arrange-
ment.

All exchanger flow arrangements reported in Table 1 have a TC
point for some finite value ofNTU1 except ~i! it occurs at
NTU15` for a parallelflow exchanger, and~ii! no TC point ex-
ists for the 1-2 TEMA G and H exchangers having overall paral-
lelflow. The location of the temperature cross, in terms of the
value of NTU1 designated asNTU1* , can be obtained from
P1-NTU1-R1 formula for each heat exchanger. This means that
the value ofNTU1* can be calculated from

P15
1

11R1
5f~NTU1* ,R1! (9)

where the functional relationshipf(NTU1* ,R1) is dependent
upon the flow arrangement. For example forR151, the TC point
occurs atNTU1* 51 and` for the counterflow and parallelflow
exchangers, respectively. For all other flow arrangements atR1
51 where the temperature cross exists at the exchanger outlet, the
value ofNTU1* will be between 1 and̀ . Also note that all flow
arrangements reported in Table 1, there is only one root or one
value ofNTU1* of Eq. ~9! for a given value ofR1 except for the
following exchangers: 1-2 TEMA J and 1-4 TEMA J exchangers
have two finite values ofNTU1* and three additional exchangers
have the second value ofNTU1* at infinity for a given value of
R1 , as mentioned in Table 1 and as an example shown in Fig. 3
for a 1-2 TEMA J exchanger. So these exchangers have two TC
points for any 0,R1,`.

Also note from Eq.~7! that if M50, d2S* /dNTU1
2 is always

negative sinceJ andN2 are positive. This means that value ofS*
of Eq. ~4! for all flow arrangements reported in Case 1 of Table 1
and additional ones in Pignotti and Shah@2# have a maximum
entropy generation when the external/internal temperature cross
exists at the exchanger outlet. Substituting Eq.~8! in Eq. ~4! re-
sults in

Smax* 5 lnF11
q2121

11R1
G1

1

R1
• lnF11

R1

11R1
•~q21!G (10)

Thus for a specified values ofR1 and q, Smax* 5@Sirr /C1#max
value can be evaluated from Eq.~10!, andP1 from Eq. ~8! which
is designated asP1* . From Eqs.~8! and ~10!, one can see that
values of P1* and Smax* are identical for all exchanger flow ar-
rangements of Table 1 except for 1-2 TEMA G and H exchangers
with overall parallelflow, since for these flow arrangementsM
Þ0, andTc,o,Th,o for all values ofNTU1 ; there is no TC point.
The specific thermal size for the exchanger atSmax* , designated as
NTU1* , will be flow arrangement dependent~somewhere between
1 and `!, and can be found knowing theP-NTU-R or
«-NTU-C* formula for the specific flow arrangement. Note that
(Tc,o /Th,o) will be maximum but less than unity atSmax* for 1-2
TEMA G and H exchangers with overall parallelflow.

Case 2-6.NÄdP1 ÕdNTU1Ä0 of Eqs. „6…–„7…. We discuss
here various cases of extremum~maximum or minimum! in S*
when the slope of effectivenessP1 versusNTU1 curve for various
flow arrangements is zero. Since there are many different
P1-NTU1 performance behaviors dependent on the flow arrange-
ments, these cases will illustrate accordingly different behaviors in
Smax* or Smin* . From Eq.~7!, depending on the signs ofM ~three
cases!andd2S* /dNTU1

2 ~two cases!,S* of Eq. ~4! can be maxi-
mum or minimum; there are five possible cases as summarized in
Table 1. The value ofM can be less than, equal to or greater than
zero~this translates intoT1,o as greater than, equal to or less than
T2,o) depending on the flow arrangements. In addition,
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d2P1 /dNTU1
2 can be greater or less than zero as follows depen-

dent on theP1 versusNTU1 curve for a givenR1 value (R1
.0).

~1! If P1 monotonically increases withNTU1 and reaches an
asymptotic value~e.g., for a counterflow, unmixed-unmixed cross-
flow or 1-2 TEMA E exchanger!, d2P1 /dNTU1

2 is negative.
~2! If P1 first increases withNTU1 , reaches maximum and

then decreases with a further increase inNTU1 ~the curve looks
similar to an inverted parabola, e.g., 1-2 TEMA G and H overall
parallelflow!,d2P1 /dNTU1

2 is also negative.
~3! If P1 first increases withNTU1 , reaches an almost flat

value ~local maximum!at some intermediateNTU1 and then the
rate of increase inP1 decreases up to some another value of
NTU1 beyond which the rate of increase ofP1 with NTU1 con-
tinues to increase with further increase inNTU1 . The value of
d2P1 /dNTU1

2 is first negative, then positive and then negative
again, as found for the 3 pass23 pass plate heat exchanger with
overall parallelflow and individual passes in counterflow.

Results and Discussion
In order to explain the heat transfer performance behavior of

various exchangers, we have prepared tabular and graphical re-
sults for a range of values ofR1 , and the inlet temperature ratio
q5T1,i /T2,i52.0 and 0.5 for all exchanger flow arrangements
analyzed. However, due to space limitations, we present only a
summary of various cases in Table 1 and some typical graphical
results in Figs. 2–6.

Let us first review the results. The possible cases are summa-
rized in Table 1. The following important observations can be
made from the results of this table.

• Of the 18 flow arrangements considered here,Smax* and
T2,o/T1,o51 ~the TC point!occur at the same value ofNTU1 , and
P1,max or P1,min does not occur at the same value ofNTU1 for 15
flow arrangements;Smax* , T2,o/T1,o51 and P1,max occur for the
parallelflow exchanger atNTU15`; andSmax* , (T2,o/T1,o)max and
P1,maxoccur at the same finite value ofNTU1 for the two remain-
ing flow arrangements~1-2 TEMA G and H with overall parallel-
flow!.

• Based on the general thermodynamics background as pro-

Table 1 Summary of the existence of maximum or minimum in S* and P1 and the TC point „at finite or infinite values of NTU1…

for various exchanger flow arrangements

Fig. 2 S* ÕSmax* , T2,o ÕT1,o and P1 as function of NTU1 for a 1-2
TEMA G exchanger with overall counterflow for qÄ2.0,
m-temperature cross „TC…
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vided in the subsection of Introduction, one would expect the
maximum exchanger effectiveness orP1,maxwhenSmin* . Out of 18
flow arrangements analyzed, this occurs at a finite value ofNTU1
for five exchanger flow arrangements and atNTU15` for seven
flow arrangements as summarized in Columns 4 and 6 of Case 2
in Table 1.

• Similarly, one would expect the minimum exchanger effec-
tiveness orP1,min at Smax* . Out of 18 flow arrangements analyzed,
this occurs atNTU15` at the second maximum inS* versus
NTU1 curve only for three flow arrangements as summarized in
Columns 4 and 6 of Case 5 in Table 1.

• Contrary to the expectations,P1,max occurs whenSmax* at
some finite value ofNTU1 for four plate heat exchanger flow
arrangements as summarized in Column 4 of Case 4. This behav-
ior is due to the combinations of counterflow and parallelflow
passes in the plate heat exchanger.

• Similarly, contrary to the expectations,P1,min occurs atSmin*
for six flow arrangements atNTU15` as summarized in Column
5 of Case 6 of Table 1.

Thus we can find that the general thermodynamic relationship
between the irreversibility and system efficiency does not neces-
sarily apply to heat exchanger irreversibility and its effectiveness.
The interrelationship between the irreversibility and exchanger ef-
fectiveness can only be understood in the context of the six Cases
specified in Column 1 of Table 1. This interrelationship takes into
account the independent nature of theP1-NTU1 curve for differ-
ent heat exchangers, and its impact on theS* -NTU1 curve.

While analyzing 18 flow arrangements, we have generated a
vast amount of numerical data illustrating not only irreversibilities
but also temperature crosses, effectivenesses, extrema, inflection
points, etc. Due to space limitations, we have not presented de-
tailed numerical values ofP1 , NTU1 , T1,o/T2,o etc. forSmax* and
Smin* for a given value ofR1 . However, the observations and con-
clusions derived from those detailed tabular results are summa-
rized below.

• The values ofSmax* are dependent only uponR1 for all flow
arrangements for specified values ofq @as can be found by sub-
stituting Eq.~8! into Eq.~4! as long as the flow arrangements have
one or more TC points. As mentioned above, 1-2 TEMA G and H
exchangers with overall parallelflow do not have a TC point at any
value ofNTU1 . Their Smax* values are slightly different~for most
cases beyond four significant digits, higher or lower depending
upon the value ofq! from those found for other 16 flow arrange-
ments; the difference increases with values ofR1 and q signifi-
cantly away from unity.

• Smax* has a minimum value atR151 for all flow arrangements
and increases withR1→0 or ` from R151.

• As R1 is increased from 0 tò , the value ofNTU1 for Smax*
~i.e., NTU1* ) decreases from̀ to 0.

• For a parallelflow exchanger,NTU1* 5` for Smax* for all val-
ues ofR1 . This means that the value ofNTU1* varies from the

Fig. 3 S* ÕSmax* , S̄, S̄8, T2,o ÕT1,o and P1 as a function of NTU1

for a 1-2 TEMA J exchanger for qÄ2.0. Note S̄ÄSirr Õ„q ÕTc,i…

used by Hesselgreaves †11‡ marked with ¿, S̄8ÄSirr ÕUA used
by Ogiso †14‡ marked with Ã

Fig. 4 S* ÕSmax* , T2,o ÕT1,o and P1 as a function of NTU1 for a
1-2 TEMA G with overall parallelflow exchanger for qÄ2.0

Fig. 5 S* ÕSmax* , T2,o ÕT1,o and P1 as a function of NTU1 for a 2
Pass—2 Pass plate heat exchanger with overall parallelflow
and individual passes in counterflow for qÄ2.0

Fig. 6 S* ÕSmax* , T2,o ÕT1,o and P1 as a function of NTU1 for a 3
Pass—3 Pass plate heat exchanger with overall parallelflow
and individual passes in counterflow for qÄ2.0
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lowest value for a counterflow exchanger for any given value of
R1 to the highest value for a parallelflow exchanger. For all ex-
changers, the value ofNTU1* is in between these two extremes.
This means that the point of maximum irreversibility moves from
the lowest value ofNTU1* 51 to ` at R151 for a counterflow
exchanger to a parallelflow exchanger.

Some typical results are presented graphically in Figs. 2-6 in
terms ofP1 , T2,o/T1,o andS* /Smax* as a function ofNTU1 with
R1 as a parameter for the following reasons.

• The P1 versusNTU1 curve will show how the temperature
effectivenessP1 varies with NTU1 for the given exchanger—
whether~i! it increases monotonically~at a slow or fast rate!with
NTU1 to an asymptotic value,~ii! it increases first, reaches a
maximum and then decreases to an asymptotic value with increas-
ing values ofNTU1 , or ~iii! the curve has inflection points in the
P1 versusNTU1 graph.

• The ratio of the outlet temperature of Fluid 2 to that of Fluid
1, T2,o/T1,o, as a function ofNTU1 will demonstrate the TC point
whenT2,o/T1,o51. With a further increase inNTU1 , the value of
T2,o/T1,o can be larger or smaller than unity depending upon the
exchanger flow arrangement. IfT2,o/T1,o continues to increase
above unity, the temperature cross point will move from the exit
to inside within the last pass of the exchanger.

• TheS* /Smax* curve indicates how the normalized irreversibil-
ity in the exchanger varies withNTU1 . TheSmax* always occurs at
the TC point,T2,o/T1,o51 ~16 flow arrangements of Table 1!, or
when T2,o/T1,o is maximum ~1-2 TEMA G and H with overall
parallelflow!. In some exchangers with a further increase in
NTU1 , S* /Smax* will reach to a minimum value corresponding to
P15P1,max and beyond this point (NTU1 value!, it will increase
and reach a second maximum point~corresponding to the second
TC point!, and then decrease and reach a lower asymptotic value.
Note that beyond theNTU1 value for the second peak inS* /Smax* ,
there is no TC point~i.e., T2,o/T1,oÞ1), and beyond (S* /Smax* )min
point, the temperature effectivenessP1 will monotonically de-
crease withNTU1 to an asymptotic value forNTU1→`.

Now let us illustrate and discuss some of the unique perfor-
mance behaviors of some heat exchangers as identified by various
cases in Table 1.

Case 1,MÄ0. As shown in Fig. 2 for the 1-2 TEMA G
exchanger with overall counterflow, this case refers to the heat
exchangers which attain the temperature cross at the outlet
(T2,o/T1,o51) at some finite value ofNTU1 ~denoted by a tri-
angle in Fig. 2!, and it also has maximum entropy generationSmax*
at that operating point. The first five flow arrangements listed in
Column 4 of Case 1 in Table 1 hasP1 monotonically increasing
with NTU1 for any value ofR1 and the other performance behav-
ior similar to that shown in Fig. 2 except that the asymptotic value
of P1 andT2,o/T1,o are different atNTU15`. For the rest of the
flow arrangements listed in Column 4 of Case 1, for any value of
R1 , P1 increases withNTU1 , reaches a maximum and then de-
creases with a further increase inNTU1 and reaches an
asymptotic value lower than unity. Heat exchangers having such
performance behavior have either one or two TC points and cor-
respondingly one or twoSmax* over the complete range ofNTU1
~see Fig. 3!. Notice that the exchanger effectiveness orP1 is not
maximum at the TC point or whereSmax* occurs either at the finite
or infinite value ofNTU1 .

Case 2,NÄ0, and d2P1 ÕdNTU1
2Ë0 and MË0. When P1

monotonically increases or has only one maximum withNTU1 ,
Smin* is achieved atP1,max as noted in Case 2 in Table 1. These
P1,max and Smin* can occur at either a finite or infinite value of
NTU1 as summarized in Table 1. Note also that all these flow
arrangements have one or twoSmax* in theS* versusNTU1 curve

and at thoseNTU1* points, there is also a TC point~see Case 1!.
Typical results for twoSmax* and two TC points with oneSmin*
between them are shown in Fig. 3 for the 1-2 TEMA J exchanger.

It is clear that after the first TC point~Fig. 3! with a further
increase inNTU1 , the exchanger reaches theSmin* point where
P1,max occurs; however,T2,o/T1,o.1 ~Fig. 3!. Further increase in
NTU1 reducesP1 and theS* -NTU1 curve reaches the second
Smax* and TC point~Fig. 3!; after that point,T2,o/T1,o,1. Eventu-
ally, Smin* andP1,min values are obtained atNTU15`.

Also notice in Fig. 3 that the variation inS* /Smax* betweenSmax*
andSmin* from the irreversibility point of view is negligibly small
~1 to 0.985!. However, theS* /Smax* behavior as a function of
NTU1 for NTU1 above about 0.5 is peculiar going through two
maximum peaks due to reverse heat transfer region in the ex-
changer. This phenomenon cannot be readily found using the 1st
law analysis, and by other nondimensional entropy generation
groups,S̄5Sirr /(q/Tc,i) of Hesselgreaves@11# or S̄85Sirr /UA of
Ogiso@14#, as compared in Fig. 3. The temperature cross phenom-
ena also cannot be detected usingS̄ or S̄8 versusNTU1 plot.

Case 3, NÄ0, and d2P1 ÕdNTU1
2Ë0 and MÌ0. In 1-2

TEMA G and H exchangers with overall parallelflow, shell and
tube side fluids in two zones out of four zones are in counterflow
and the rest two in parallelflow. There is never an external TC
point ~i.e., T2,o/T1,o51) at anyNTU1 for this exchanger; see a
typical behavior in Fig. 4. TheS* value reaches a maximum value
at (T2,o/T1,o)max,1. Also note that beyond theNTU1 value after
reaching (T2,o/T1,o)max at anyR1 value, the exchanger effective-
ness orP1 starts decreasing with a further increase inNTU1 .
Thus, this flow arrangement has bothSmax* and P1,max at
(T2,o/T1,o)max, all at the sameNTU1* ; andSmin* andP1,min occur
at NTU15`. Based on the comparison of performance of 1-2
TEMA G overall counterflow and parallelflow exchangers~Figs. 2
and 4!, we can find a significant detrimental effect of overall par-
allelflow on P1 , T2,o/T1,o, and a significant increase inS* /Smax*
asNTU1 is increased.

Case 4,NÄ0, and d2P1 ÕdNTU1
2Ë0 and MÄ0. As noted

in Case 3, there are a few flow arrangements that have the char-
acteristics ofSmax* and P1,max at (T2,o/T1,o)max. However, for the
flow arrangements reported in Case 4, (T2,o/T1,o)max51 exists at
the same value ofNTU1 ~only one point in theT2,o/T1,o versus
NTU1 curve!for any givenR1 value whereSmax* andP1,maxoccur
~as an example see Fig. 5 for the 2 pass—2 pass PHE!. For these
flow arrangements, like for the Case 3,Smin* and P1,min occur at
NTU15`. However, the trends of all similar curves in Figs. 4
and 5 are quite different and can be readily understood based on
the previous discussions. As the number of passes is increased,
such as a 4 pass—4 pass plate heat exchanger with overall paral-
lelflow and individual passes in counterflow, the performance of
the exchanger approaches that of a single-pass parallelflow ex-
changer.

Case 5,NÄ0, and d2P1 ÕdNTU1
2Ì0 and MË0. As shown

in Fig. 6, the 3 pass-3 pass plate heat exchanger with overall
parallelflow and individual passes in counterflow is a unique flow
arrangement; the exchanger behaves as a parallelflow exchanger
with P150.5 betweenNTU1 of 2.5 and 3.5, and with a further
increase inNTU1 , P1 increases and reaches a value of unity at
NTU15` for R151 like a counterflow exchanger. Thus, it has
two inflection points in theP1 versusNTU1 curve. Hence, as the
phenomena demonstrated in Figs. 4 and 5,Smax* , local P1,max and
TC occur at the at the first inflection point of theP1 versusNTU1

curve;Smax* and localP1,min occur at the end of the second inflec-
tion point of theP1 versusNTU1 curve; andSmin* andP1,maxoccur
at NTU15`. Also note that the variation inS* /Smax* with NTU1
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is negligible betweenNTU1 of 1 and 3 and hence its impact of
irreversibility analysis can be ignored in thisNTU1 range for
industrial applications.

Case 6, andd2P1 ÕdNTU1
2Ì0 and MÌ0. The exchangers

of this case have bothSmin* and P1,min occur atNTU15`. There
may be some multipass flow arrangements that may behave simi-
larly at some finite value ofNTU1 that are not analyzed in this
paper.

Practical Usefulness
A practical methodology to account for the cost of irreversibili-

ties in a heat exchanger as a standalone unit has been developed
with an example by London@15# and London and Shah@16#. In
this methodology, first the costs of individual irreversibilities in-
curred during heat exchanger operation are identified that includes
both the capital~initial design! and operating costs. This is be-
cause some small irreversibilities may be very expensive~such as
airflow friction irreversibility for an automotive radiator! and
some large irreversibilities may be less expensive~such as liquid
side friction in a gas-liquid heat exchanger!. This approach uses
the energy measure of the irreversibilities~i.e., exergy destruction
rates!rather than the exergy rates as used in modern thermody-
namics books. Individual energy measures of irreversibility are
determined by multiplying individual entropy generation rates
with a temperature-weighting factor,Tref . These irreversibilities
have an energy monetary value. Once the monetary values or
costs of various irreversibilities are determined, the analyst is in a
position of deciding which particular irreversibilities are the most
costly and should be first reduced for a cost effective heat ex-
changer. Hence, the industrial approach to the design of a heat
exchanger is to reduce the most costly irreversibilities rather than
reducing all irreversibilities in a heat exchanger. Note that reduc-
ing one irreversibility may increase or require an addition of an-
other, or involve an increase in capital investment. These consid-
erations lead to development of trade-off factors, useful criteria
for arriving at an optimum heat exchanger design as a component.
In order to understand this process, a detailed example of a con-
denser in a thermal power plant is provided in@15,16#with a clear
demonstration of the above accounting procedure including how
to develop the trade-off factors.

One of the major irreversibilities in a heat exchanger is the
temperature difference irreversibility, and this is the subject of this
paper covering many flow arrangements. We have provided the
expressions this irreversibility evaluation, how does it measure at
different operating points (NTU) for different flow arrangements,
explain its behavior at different operating points and its interrela-
tion with effectiveness extremum. The results provide an analyti-
cal tool to a designer to determine appropriateness of his/her de-
sign from the viewpoint of irreversibility and effectiveness. We
have also provided an indication of existence~or not! of the tem-
perature cross phenomenon for complex flow arrangements,
which can indicate the possibility of reverse heat transfer in a heat
exchanger.

In the foregoing analysis, one needs to consider all irreversibili-
ties present in the exchanger. These irreversibilities are simple
additive if one considers the ‘‘heating effect’’ due to various irre-
versibilities can be ignored. The other important irreversibility in
the exchanger may be flow friction irreversibility. It is indepen-
dent on the exchanger flow arrangements and depends on the in-
dividual fluid side surface geometry, flow length, free flow area,
etc. Hence, one needs to add this irreversibility evaluated for both
fluid sides in a heat exchanger to the temperature difference irre-
versibility presented in this paper for a given exchanger.

Conclusions
Based on the First and Second Law analyses, heat exchanger

performance behavior is discussed in the text for 18 exchanger
flow arrangements with the emphasis on investigating the exis-

tence of entropy generation extrema and a relationship between
the extrema and the heat exchanger effectiveness. This analysis is
based on various combinations of values of the slope of the en-
tropy generation rate with exchanger effectiveness orP1 ~i.e., M
5dS* /dP1) and the slope of P1 with NTU1 ~i.e., N
5dP1 /dNTU1) at entropy generation extrema. Depending upon
how complex is the exchanger flow arrangement and resultant
slope of theP1-NTU1 curve, the exchanger effectiveness orP1
can be maximum, minimum or in between when the irreversibility
is maximum or minimum. All these cases are systematically cat-
egorized in Table 1 so that the conditions outlined in Columns 1
and 2 of this table clearly explains various combinations ofSmax*
or Smin* with P1,max, P1,min or in between. For each of the cases in
Table 1, some results for specific flow arrangements are presented
in figures in the text.

For all flow arrangements except for two~1-2 TEMA G and H
exchangers with overall parallelflow!, a temperature cross~TC!
point at the exchanger outlet~i.e., T1,o5T2,o) exists whenS*
5Smax* for finite or infinite values ofNTU1 . The variation inS*
with NTU1 is small for a number of flow arrangements~see Figs.
3 and 6!for 1<NTU1<3 but its significance cannot be ignored
from the practical point of view sinceS* 5Smax* point identifies
the phenomenon of the temperature cross and potential reverse
heat transfer taking place forNTU1 higher than that forSmax* for
those exchangers having an internal temperature cross. Thus, the
results of the second law analysis supplements the first law analy-
sis to advantage in heat exchanger design.

With the clear demonstration of the complex results from the
First and Second Law analyses, we pose a challenge to the re-
searchers to arrive at alternate flow arrangements to attain higher
effectivenesses, while keeping the same original imposed design
and operating condition constraints, for those specific flow ar-
rangements used in industry that have low values of the effective-
ness for givenNTU andR or C* .

Nomenclature

A 5 heat transfer surface area on whichU is referred to,
m2

C 5 flow stream heat capacity rate with a subscript c or h,
ṁcp ~wherecp is the specific heat!, W/°C

C* 5 heat capacity rate ratio,Cmin /Cmax, dimensionless
ṁ 5 fluid mass flow rate, kg/s
M 5 slope ofS* with P1 , dS* /dP1
N 5 slope ofP1 with NTU1 , dP1 /dNTU1

NTU 5 number of heat transfer units,NTU5UA/Cmin , it
represents the total number of transfer units in a mul-
tipass unit,NTU15UA/C1 , NTU25UA/C2 , dimen-
sionless

P 5 temperature effectiveness for a fluid,P1 for Fluid 1,
dimensionless

R 5 heat capacity rate ratio,R15C1 /C2 , R25C2 /C1 ,
dimensionless

S* 5 Normalized entropy generation rate, defined by Eq.
~4!, Ṡirr /C1 or Ṡirr /Cmin , dimensionless

Ṡirr 5 entropy generation rate, W/K
s 5 specific entropy, J/kgK
T 5 fluid static temperature, K

TC 5 temperature cross or temperature meet at the ex-
changer outlet whereT2,o/T1,o51

U 5 overall heat transfer coefficient, W/m2K
« 5 heat exchanger effectiveness, it represents an overall

exchanger effectiveness for a multipass unit, dimen-
sionless

q 5 fluid inlet temperature ratio,T1,i /T2,i , dimensionless

Subscripts

c 5 cold fluid side
cf 5 counterflow
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h 5 hot fluid side
i 5 inlet to the exchanger

max 5 maximum
min 5 minimum

o 5 outlet to the exchanger when used as a second sub-
script with the temperature

pf 5 parallelflow
1 5 Fluid 1; one section~inlet or outlet!of the exchanger
2 5 Fluid 2; other section~outlet or inlet!of the ex-

changer
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Recent literature suggests that the droplets that form in horizontal-tube, falling-film ab-
sorbers play a major role in the absorption process. The performance of such absorbers
is critical to the performance of many absorption heat pump systems. The simulation of
droplets of aqueous Lithium Bromide pendant from horizontal tubes was performed by
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so-called volume of fluid method was used to handle the interface between the liquid and
vapor phase. Results are compared with simplified axisymmetric models and with high
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important characteristics of droplet formation, detachment, and impact observed in the
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Introduction
Commercial absorption chillers frequently utilize horizontal

tube banks for the heat/mass exchangers that comprise the main
components of the system~see the ASHRAE Fundamentals Hand-
book @1# for a system description!. In a horizontal-tube absorber,
absorbent-rich liquid solution is dispensed on the outside of the
top row of tubes and falls as films around the tubes and as droplets
between the tubes by the force of gravity~see Fig. 1!while ab-
sorbing surrounding refrigerant vapor that enters from the evapo-
rator; the heat of absorption is transferred to coolant flowing
through the tubes. The role of droplets in horizontal tube absorb-
ers, in particular those employing the working fluid pair water/
Lithium Bromide, has recently been highlighted in the literature
@2–5#. This paper presents a numerical simulation of the behavior
of the falling film and droplets in horizontal tube banks. The
model developed here accounts for the details of the droplet for-
mation and impact process for absorption on horizontal tubes,
which has largely been ignored in previous studies. The results
from this three-dimensional~3D! model are compared with two-
dimensional~2D!, axisymmetric models, such as those more fre-
quently studied in the literature, and with experimental observa-
tions taken with a high-speed digital video camera. What follows
is a brief review of the pertinent literature. This review is divided
into three sections: i!investigations of the role of droplets in
falling-film absorption, ii! techniques for modeling droplet forma-
tion and impact, and iii!methods for handling two-phase flow
with a free interface in computational fluid dynamics~CFD!.

The Role of Droplets in Falling-Film Absorption. Nomura
et al. @2# measured the temperature of the falling liquid absorbent
in a horizontal tube absorber both on and between the tubes. Their
results show that the liquid temperature is higher between the
tubes than on them. While the liquid flows as a film around the
tube, the heat transfer outpaces the mass transfer, and conse-
quently the film is subcooled as it flows to the bottom of the tube.
While the liquid collects in the pendant droplets under the tube,
absorption continues with very little heat removal, thus raising the

temperature of the droplets. This suggests that direct absorption
onto the hanging droplets is a significant part of the total absorp-
tion process. Kirby and Perez-Blanco@3# developed a model of a
horizontal falling-film absorber using transfer coefficients from
the literature for three separate flow mechanisms: the film, the
forming droplet, and the falling droplet. Their model predicted
similar trends in the temperature of the film and droplets as were
measured by Nomura et al.@2#. Their model compared favorably
with experimental measurements of overall heat rejection rates in
a single-column absorber with a variety of tube arrangements and
operating conditions@6#. Jeong and Garimella@4# developed a
model that also accounts for absorption on the film, forming drop-
lets, and falling droplets separately. In addition, incomplete tube
surface wetting was included. Their model is able to predict the
temperature measurements of Nomura et al.@2#. They quantify the
relative amount of absorption in the droplets and film for a variety
of operating conditions. Their results predict that direct absorption
on the forming droplets may account for up to 50% or more of the
total absorption and that the role of droplets becomes more im-
portant at higher flow rates and lower surface wetting ratios. Sev-
eral other noteworthy models of falling-film absorption on hori-
zontal tube absorbers can also be found in the literature@7–10#;
however, all of these models share several simplifying assump-
tions that limit their usefulness: the film is assumed to be smooth
and evenly distributed along the tubes, and it is assumed that no
absorption occurs between the tubes. The droplet mode of flow
between successive tubes is completely ignored. The degree of
agreement of these models with experimental results is very lim-
ited @11#. Killion and Garimella @5# utilized high-speed digital
video to investigate the details of the flow of droplets and films on
horizontal tube banks. Their results reveal many of the character-
istics of the evolution of the droplet: a primary droplet that ini-
tially is nonaxisymmetric and elongated along the tube axis, a
trailing liquid thread that is formed as the primary droplet volume
increases and it pulls away from the tube, the eventual thinning
and breakup of the thread into a number of satellite droplets, the
impact of the droplet accompanied by impulses that propagate
back up through the droplet, the saddle-shaped wave formed by
the spreading liquid lamella of the impacting droplet, the axial and
circumferential velocity components of the spreading lamella, and
the nonuniform distribution of liquid along the tube. It should be
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noted that during this entire droplet formation process, the droplet
rarely resembles a sphere. Subsequently, Killion and Garimella
@12# developed an image analysis process to quantify the surface
area and volume of droplets during their evolution in the region
between the tubes where the droplets are basically axisymmetric.
Their analysis of aqueous LiBr~53.4%-wt!droplets formed under
15.9 mm tubes showed that droplet volume and surface area
steadily increase until the moment that the primary droplet im-
pacts the tube underneath. As the primary droplet spreads onto the
tube, the surface area and volume of the liquid between the tubes
decrease sharply until the primary droplet has completely coa-
lesced with the film on the tube. The remaining thinning liquid
thread shows a more gradual decrease in surface area and volume
and an increase in surface-area-to-volume ratio. This ratio reaches
a maximum after the thread breaks into satellite droplets. This
suggests that, although the satellite droplets may have a small
total volume and surface area, they may still account for a signifi-
cant fraction of the overall absorption.

Several experimental investigations have illustrated the transi-
tion between droplet, column and sheet flow in liquid films falling
over a bank of horizontal tubes. Tang et al.@13# utilized a linear
stability analysis to investigate the effect of several nondimen-
sional parameters on the droplet spacing underneath horizontal
tubes. They noted that with aqueous LiBr in the range of most
practical operating conditions, the nondimensional spacing is
nearly constant. They also noted that the transition from droplet-
mode to column-mode flow occurs around a flow rate,G5200–
225 kg/h m for aqueous LiBr, which corresponds to a film Rey-
nolds number~4G/m! of about 51. Limat et al.@14# and Giorgiutti
et al. @15# investigated the transitions and spacing between depar-
ture sites underneath a single tube using a silicone oil. Noting that
the spacing could be influenced by a controlled perturbation, they
investigated the coalescence, creation and oscillation of departure
sites versus the external perturbation. de Bruyn@16# investigated
the transition from Rayleigh~surface tension!instability to
Rayleigh-Taylor~gravity! instabilities for initially uniform films
surrounding cylinders with diameters ranging from 0.02 to 25.4
mm using a variety of fluids. He finds that as the diameter in-
creases, the Rayleigh-Taylor instability becomes dominant; the
transition between the two mechanisms occurs aroundr / l c50.5,
where r is the tube radius andl c5(s/rg)1/2 is the capillary
length. This would correspond to a tube diameter of about 5 mm

in the present study. Hu and Jacobi@17,18# considered several
different fluids and developed correlations that predict the film
Reynolds number at which these transitions occur as a function of
a modified Gallileo number, (rs3/m4g), and noted a hysteresis
effect depending on if the flow rate is increasing or decreasing.
Their correlations suggest that the transition between droplet and
column modes would occur around a film Reynolds number of 30
~G5123 kg/h m!in the present study. Using an innovative array of
thermocouples embedded in the tube surface, they also studied the
local enhancement of sensible heat transfer coefficient near the
impact locations@19#. Cavallini et al.@20# also investigated the
flow-mode transitions for aqueous LiBr and pure water on a bank
of relatively closely spaced tubes. They noted that the transitions
occurred at slightly lower Reynolds numbers due to the small
space between tubes. Recently, Roques et al.@21# and Roques and
Thome@22# investigated these flow transitions on tubes with en-
hanced external surfaces, such as low-fins and spines. They de-
velop modified correlations for each tube surface, including
smooth, similar to those of Hu and Jacobi@17# that more system-
atically account for tube spacing.

Techniques for Modeling Droplet Formation and Impact.
The phenomenon of droplet formation has been studied for hun-
dreds of years. According to the review by Eggers@23#, droplet
formation was first mentioned in scientific literature in 1686 by
Mariotte @24#. Investigating the formation of droplets from fluid
jets, Savart@25#, Plateau@26#, and the famous works of Lord
Rayleigh@27,28# laid much of the foundation for the modern un-
derstanding of the formation of droplets. In 1908, Worthington
published ‘‘A Study of Splashes’’ which contains 197 remarkable
photographs of the coronet splashes that occur when droplets or
solids fall onto films or into pools@29#. Work in this field contin-
ues today aided by the advent of high performance computers and
high-speed, high-resolution video cameras. Many empirical/
modeling techniques have been developed as a result of experi-
mental investigations into the problem of droplet formation. Some
of these are summarized by Kumar and Kuloor@30#, Clift et al.
@31# and Frohn and Roth@32#. Many early investigations of drop-
let formation were concerned primarily with predicting droplet
size and/or the jet length before droplets formed, e.g., Refs.
@30,33,34#. In the 1970s, the study of so-called ‘‘drop-on-
demand’’ droplet generation~drops generated by accelerating an
initially quiescent fluid in a nozzle by the sudden imposition of a
pressure pulse of very short duration! received significant atten-
tion due to the development of ink-jet printers. However, many of
these models neglect the influence of viscosity@23# and the drop-
lets formed in this case are generally on the order of 25mm @35#,
almost 250 times smaller than those of interest in the current case.
A recent review by Eggers@23# provides an excellent summary of
many modern mathematical, experimental, and computation meth-
ods utilized to better understand the details of the droplet behav-
ior; Eggers gives special attention to the case of droplets forming
from jets or capillary tubes and the dynamics of the bifurcation
~droplet detachment, bridge breakup, etc.! events. Other reviews
covering similar topics can be found in Refs.@35–37#.

At a low flow rate, a forming pendant drop essentially assumes
a series of equilibrium shapes until the surface tension can no
longer support the weight of the drop; equilibrium droplet shape
and stability have been considered in the literature@23,35,38,39#.
Even at exceedingly low flow rate, the events occurring near the
final pinch point or bifurcation proceed at very short time and
length scales that depend almost entirely on fluid properties. It has
been shown that the only scales governing the motion at the break
are: t05(r 3r/s)1/2 which is on the order of 4 ms for a 2 mm
diameter droplet of water@23# or aqueous LiBr~r is the fluid
density,s is surface tension, andr is a characteristic length of the
droplet such as the radius!, and the viscous length scale,l v
5rn2/s @40# which is only around 140 Å for water and 200 Å for
aqueous LiBr~n is the kinematic viscosity!.

Fig. 1 Photograph of droplet formation in a falling film of
aqueous LiBr over 15.9 mm outer diameter horizontal tubes
†12‡ „box illustrates typical domain of CFD model …
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It is important to note that the impact of droplets in the case of
horizontal tubes and falling films has not received a great deal of
attention. However, droplet impact in general is a field that is
widely studied. The bulk of the studies can be divided into two
groups: impact of droplets onto dry surfaces and impact of drop-
lets into liquid pools. The case of impact onto thin films has re-
ceived considerably less attention and when studied, the film
thicknesses used are generally of the order of the drop size; much
thicker than the films considered here. Rein@41# has provided a
good review of impacts on dry walls and liquid pools. Tropea and
Marengo@42# have also reviewed the impact of droplets on walls
and films. In an informative and entertaining review, Prosperetti
and Og̃uz @43# have summarized the impact of liquid drops into
liquid pools with the objective of understanding the characteristics
of sound generated underwater by rain; the results are useful for
determining rainfall amounts over large bodies of water. Splashing
can be defined as any case where the droplet impact leads to the
generation of satellite drops. Rein@41# and Mundo et al.@44#
review several methods for estimating the conditions required for
the onset of splashing. Although the exact predicted thresholds for
these correlations do not agree, for the case considered here, they
do all predict that splashing would be suppressed, as is indeed
observed@45#. On horizontal tubes, the resulting spreading lamel-
lae expand in the axial direction until they interact with other
waves or are no longer distinguishable features; in the circumfer-
ential direction expansion is limited at the bottom of the tube
where it often leads to the formation of another droplet.

The vast majority of the attention to droplet formation in the
literature has been paid to axisymmetric cases such as formation
from a jet or capillary tube and impact onto flat plates or liquid
pools. The case of formation under and impact onto horizontal
tubes, however, leads to differences from most of the literature in
terms of the overall shape, size, and internal velocity fields of the
droplets and spreading lamellae. Especially in the early stages of
droplet formation, the extent of the drop in the lengthwise direc-
tion of the tube may be several times its extent in the circumfer-
ential direction. During impact, the spreading lamella is saddle-
shaped and not axisymmetric; furthermore, it may interact with
itself at the bottom of the tube and other lamellae from neighbor-
ing droplets. The likelihood of droplet impact influencing or in-
teracting with nearby droplets is high in the case of tube banks
~see Fig. 1!, especially as the flow rate is increased. The possibil-
ity of this type of interaction does not exist in droplet formation
from capillary tubes or liquid jets. The predicted results presented
here exhibit all of these 3D and interacting effects.

Methods for Handling Two-Phase Flow With a Free Inter-
face in CFD. Due to the complexity of the problem and the ever
increasing computation speed of computers, most recent attempts
to mathematically analyze droplet formation have relied heavily
on numerical techniques. There are, however, still simplifications
and innovative techniques that must be employed to make the
problems tractable. One major challenge is to efficiently handle/
track/capture the free interface between the two phases. The many
methods developed for this generally fall into two categories~al-
though hybrid approaches have also been proposed!: tracking/
capturing the interface on afixed grid, or using aconformal grid
that is updated to adhere to the shape of the interface at every step.
Some time ago, Hyman@46# provided a review of several of these
techniques which include the so-called marker-and-cell and
volume-of-fluid ~VOF! methods. Other techniques found in the
literature include the level-set method@47,48#, various front-
tracking schemes, e.g., Refs.@49–52#, free surface capturing tech-
niques@53#, finite element techniques@54,55#, boundary element/
integral techniques@56–58#, and one-dimensional slender jet
Navier-Stokes approximations@59–64#. Many of these tech-
niques, however, have limitations that make them inappropriate
for application to the case studied here. For instance, the 1D ap-
proximations do not predict the size of the droplets or handle
internal circulation within the drop well@54# and would be impos-

sible to generalize to the nonaxisymmetric geometry presently
considered, most boundary element/integral techniques neglect
viscosity @56,58# or assume Stokes flow@57# and cannot arbi-
trarily handle the rupture and rejoining of interfaces@56#, simi-
larly, finite element techniques, though accurate, are also difficult
to extend beyond the point of bifurcation@54#, free-surface cap-
turing techniques have not been thoroughly developed to include
surface tension forces@53#, and so on. The VOF technique, origi-
nally proposed in the mid 1970s by several different investigators
~see Ref.@65#!, has proven to be one of the most effective, gen-
erally applicable techniques. The VOF method has been advanced
by many contributors including@66–71#; it has been successfully
extended to three dimensions@70,71#, can appropriately handle
surface-tension-driven flow@67,68#, and moving boundaries@69#.
Recent summaries of the historical development of the VOF
method and several other methods of handling free-surface prob-
lems are given by Rudman@72,73#and by Rider and Kothe@65#.
The number of investigations that have, with varied degrees of
success, utilized some implementation of the VOF method is sig-
nificant and growing rapidly. The principle of the VOF method is
that a single, scalar value in each computational cell is used to
represent the fraction of that cell occupied by a particular phase.
In cells containing only a single phase, the value will be either 1
or 0. In cells through which the phase-interface passes, the value
will be between 1 and 0 representing the volume fraction of the
primary phase in that cell. The two main challenges in this method
are: ~1! to reconstruct the shape of the interface based on the
volume of fluid in neighboring cells, and~2! to advect fluid near
the interface in such a way that the interface remains sharp~does
not diffuse!while rigorously satisfying mass conservation. Meth-
ods for handling these challenges are still areas of current re-
search, e.g., Refs.@65,70–73#. Nevertheless, the method has
proven to provide reasonable accuracy, is quite economical in
terms of memory usage~requiring only one scalar value to be
stored for each cell in the solution domain!, and has no inherent
difficulties when interfaces rupture or coalesce, unlike other meth-
ods such as the marker-and-cell or conformal grids, which can
exhibit gaps or highly distorted cells when the interface shape
becomes complex. It also provides one of the more straightfor-
ward ways to add interface tracking to an existing single-phase
CFD solver, it works for three-dimensional nonaxisymmetric
problems, and it is computationally economical. Some of its dis-
advantages are that, until recently@71#, the advection methods
could lead to ‘‘flotsam’’ or numerical debris, the interface recon-
struction and advection methods could produce slightly jagged
interface profiles when the velocity of the interface was not nor-
mal to the grid faces, and for an interface reversibly sheared for-
ward and backward the same amount~typical of advection tests
for different VOF implementations! the final interface location
will show some disagreement or noise when compared with the
initial position ~see Refs.@65,71–73#!. Even with these potential
pitfalls, the VOF method has seen widespread implementation in
commercial CFD packages. Applications in the literature include
the prediction of droplet formation of a viscous fluid in air from
the end of a capillary tube@70,74#, jet breakup in liquid-liquid
flows @75,76#, bubble formation and oscillation during the impact
of raindrops into deep pools of liquid@43#, the formation and
breakup of crown splashes in droplet impacts on thin liquid layers
@77,78#, the formation of droplets from a capillary tube sur-
rounded by a viscous medium@79#, the formation@58#, rise@70#
and burst-through@80–82#of a bubble in a liquid medium. How-
ever, no literature has been found that has attempted to apply VOF
techniques to the three dimensional case of modeling the forma-
tion of droplets and waves in horizontal-tube, falling-film flow.

Computational Method
The objective stated earlier for the computational work is part

of a larger objective to improve the prediction of fluid flow and
heat and mass transfer of falling-film, horizontal-tube absorbers,
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thus enabling more efficient design. Therefore the future utility of
this model requires that it be adaptable to include coupled heat
and mass transfer as well as potentially complex models for sur-
face tension required to capture the effect of surfactants. There-
fore, a commercially available CFD package@83# that has these
capabilitiesandgrants the user access to primitive variables and a
large amount of control over the details of the solution procedure,
including implementation of user-defined algorithms and func-
tions, was selected as the environment in which to develop this
model.

Assumptions and Fluid Properties. The flow was assumed
to be laminar throughout the solution domain in all cases consid-
ered here. This is a justifiable assumption given the low film Rey-
nolds numbers under consideration~less than 100!. Even though
bifurcation and impact events can lead to locally high velocities, it
is assumed that they do not generate turbulence in a way that
would require any special modeling.

The thermophysical properties of the surrounding vapor~taken
to be air at room conditions! and the fluid phase~aqueous LiBr for
comparison with experiments! were assumed to be constant within
each phase. These were evaluated at 25°C and 101.325 kPa based
on the data in Ref.@84# for air. For 55%-wt LiBr, the data of Ref.
@85# was used to evaluate the viscosity and a correlation devel-
oped by Herold@86# was used to evaluate the density~correlations
in Ref. @87# were used to evaluate properties of water for com-
parison!. The surface tension between air and aqueous LiBr was
estimated by interpolating the data in Ref.@88# which includes a
survey of values in the literature and new experimental data at
room temperature and atmospheric pressure. All of these correla-
tions were implemented in the commercially available software
programEES @86#. Table 1 summarizes the properties, with water
properties shown for comparison. Implicit in the assumption of
the constant properties stated earlier is the assumption that the
flow is incompressible and Newtonian. This allows a standard
form of the Navier-Stokes equations to be used as discussed in the
next section.

Governing Equations and the VOF Method. Conservation
of mass, the so-called continuity equation, can be derived by ap-
plying Reynolds’ Transport Theorem~RTT! to any material vol-
ume. Noting that the mass,m, within a material volume is, by
definition, constant, the derivative of the mass with respect to
time, t, must be zero

dm

dt
50 (1)

Applying RTT leads to the general continuity equation which can
be written in many ways, for instance

]r

]t
1¹•~rvW!50 (2)

wherer is the density, vW is the velocity vector, and] denotes the
partial derivative operator. For the case of constant density,~2!
simplifies to the statement

¹•vW50 (3)

The divergence operator,¹•, must be appropriately defined for the
coordinate system. In the present work, the coordinates were ei-
ther cylindrical ~2D case!or Cartesian~3D model of horizontal

tubes!. In the cylindrical case, axial symmetry was assumed~no
swirl velocity permitted!, thus reducing the problem to two spatial
dimensions. Thus the continuity equation becomes:

Cartesian 3D
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Axisymmetric cylindrical coordinates with no swirl velocity
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where the subscriptedv ’s denote the components of the vector vW.
From a statement of Newton’s Second Law of Motion, FW5maW

where the force,FW , and acceleration, aW, are both vectors, Cauchy
derived the general equation of motion for any continuum irre-
spective of the relationship between applied stress and exhibited
rate of strain@89# ~p. 102!. For the case of a Newtonian fluid,
where the stress tensor is at most a linear function of the rate of
strain tensor, the standard incompressible Navier-Stokes equations
can be derived@89–91# resulting in one equation for each spatial
dimension
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S ]vz

]t
1v r

]vz

]r
1vz

]vz

]z D52
1

r

]p

]z
1

m

r F1

r

]

]r S r
]vz

]r D1
]2vz

]z2 G
1gz (9)

S ]v r

]t
1vr

]v r

]r
1vz

]v r

]z D52
1

r

]p

]r
1

m

r F ]

]r S 1

r

]

]r
~rv r ! D1

]2v r

]z2 G
1gr (10)

wherem is the viscosity,p is the pressure, and subscriptedg is the
component of the acceleration of gravity~or any other body force!
in the direction of the subscript.

A finite-volume method was employed to translate these
coupled, partial differential equations into algebraic expressions
that can be solved with a computer. In this process, the equations
of motion and continuity are integrated over each computational
cell and then discretized. The advantages of this method are that
application to irregular meshes is reasonably straightforward, and
that the resulting discretization automatically satisfies the conser-
vative property for mass and momentum@92#. There are several
options for performing the discretization of the equations, but for
the current work, a second-order upwind scheme was used. The
discretized equations are linearized and solved in a segregated,
first-order implicit manner. For a given unknown~velocity in one

Table 1 Summary of thermophysical properties used in com-
putational analysis

Air Water 55%-wt LiBr

Density,r ~kg/m3! 1.185 997 1592
Viscosity,m ~kg/m s! 1.8531025 8.90531024 4.63531023

Surface tension,s ~N/m! 7.25531022 9.15231022
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direction, for example! each governing equation is linearized im-
plicitly with respect to that unknown at a future time. The result-
ing linear system of simultaneous equations~one for each cell in
the domain!is then solved using a Gauss-Siedel equation solver in
combination with an algebraic multigrid method~which generates
coarse level equations using a Galerkin method without actually
performing any rediscretization!. This is done for each of the un-
knowns in the system separately, viz. ‘‘segregated.’’ The resulting
solution may not satisfy the continuity equation within the con-
vergence tolerance. If this is the case, a pressure correction is
calculated and the segregated solver iterates through the solution
for each of the unknowns again, and so on until the solution is
converged within the specified tolerance. The solution variables
are stored at the cell centers. Since cell face values for pressure
are required in the discretized form of the momentum equations,
an interpolation technique must be used. The so called ‘‘body-
force-weighted’’ scheme was used because it is the most appro-
priate for buoyancy driven flows as in this work. Face fluxes are
related to the velocity at the cell centers using a momentum-
weighted averaging technique to avoid the ‘‘checkerboarding’’
that can occur with a linear averaging technique@83#. To relate the
solution of the continuity equation to the pressure correction, the
pressure-implicit with splitting of operators~PISO!method@93#, a
part of theSIMPLE family of algorithms, was used. Since the flow
in this application is driven more by body forces than pressure
gradients, an ‘‘implicit body force’’ treatment in the PISO algo-
rithm was used. This utilizes the body forces in the flow in the
pressure correction step, resulting in a more realistic pressure field
at each iteration. The Fluent solver has sophisticated controls for
determining the multigrid cycles~W, V, combined, etc.!for ob-
taining more rapid convergence. Within the scope of this project,
the parameters governing the controls of the multigrid cycles were
not modified from their default settings.

The basic concept of the VOF method was described in the
introduction. As was mentioned, there are several options for in-
terface reconstruction and cell advection algorithms~sometimes
called donor-acceptor schemes! near the interface. In cells that do
not contain an interface~i.e., the volume fraction is either 1 or 0!
the standard solution method outlined earlier is used. Many of the
various techniques used throughout the literature are summarized
by Ref.@65#. The interface reconstruction used in the present work
is a piecewise linear scheme adapted for unstructured grids from
Ref. @94#. Figure 2 illustrates what is meant by a piece-wise linear
reconstruction. In some recent papers@71–73#, Youngs method

has proven to be one of the most accurate at maintaining the
interface across arbitrary grid structure even compared with re-
cently developed methods, although it does not necessarily elimi-
nate the problem of fluid ‘‘flotsam and jetsam’’ that may some-
times remain after a thin film or thread ruptures in the simulation
@71#. In this application, flotsam and jetsam refer to ‘‘isolated,
submesh-size material bodies that separate from the main material
body because of errors induced by the volume tracking algorithm’’
@65#. The isolated satellites that can be created do not violate
conservation of mass, but represent features that are below the
resolution of the grid. These were occasionally observed during
the simulations; sometimes reducing the time step would amelio-
rate the problem, but not always. However, the net result on the
overall predictions was small since the size of these aberrations is
much less than the size of a mesh element, so the occasional
flotsam/jetsam in the simulation was deemed acceptable.

Surface tension is handled using the so-called ‘‘continuum sur-
face force’’ method of Brackbill et al.@67,68#. In this, the pressure
rise across the interface due to surface tension is converted to a
source term in the momentum equations. This source term is a
body force similar to the way gravity appears in the equations. To
compute the magnitude of this force, the local curvature~sum of
the inverse of the two principal radii of curvature! is computed.
The normal vector at the interface is defined by the gradient of the
volume fraction. The divergence of the unit normal is, from dif-
ferential geometry, the curvature. With the curvature known, the
surface tension force can be described in terms of the jump in
pressure across the interface which, in turn, can be expressed as a
volume force using the divergence~also referred to as Green’s,
Gauss’s Divergence, LaGrange’s, and Ostrogradsky’s! theorem
@89#. In addition, a wall contact angle can be specified which is
used to adjust the surface normal in the cells near the wall. In
most cases, walls were specified to have a 0° contact angle to
ensure complete wetting in the simulation.

In the VOF formulation, the momentum equations are identical
and solved in the same manner as described earlier~i.e., a single
equation spans the entire solution domain, irrespective of the lo-
cation of the phases!. The continuity equation is slightly modified
to be solved for one phase

]a2

]t
1 v̄•¹a250 (11)

wherea2 is the volume fraction of phase 2. The solution for the
volume fraction for phase 1 is simply

a15~12a2! (12)

The dependence upon the volume fraction in the other equations
enters simply through the evaluation of the fluid properties. For
instance, the density in any cell can be expressed by

r5a2r21~12a2!r1 (13)

wherer is the evaluated density within the cell,r1 andr2 are the
densities of phase 1 and phase 2, respectively. This leads to one
limitation of the VOF method: large gradients in velocity across
the interface are not accurately recreated~of course, as is almost
always the case in computational work, the more refined the grid,
the easier it is to accurately capture steep gradients!. Fortunately,
in the present work, this situation rarely arises.

A final important capability provided by the solver environment
used here is the ability to run on parallel processor machines with
shared or distributed memory. Several methods are available for
grid partitioning. The computer used for most of the analyses was
a SUN FIRE V480 with four 900 MHz cu SPARC CPUs~and 16
GB of RAM!. When the fully three-dimensional simulation was

Fig. 2 Illustration of piecewise linear reconstruction of inter-
face, adapted from Ref. †65‡ „reproduced with permission from
Elsevier…. Smooth line shows actual interface „circle…, numbers
represent volume fractions.
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run in parallel on four processors, the speed-up was nearly four-
fold, indicating that the overhead of parallel communication was
quite low.

The fixed grids used in the present work were made up of
quadrilateral~2D! or hexahedral~3D! volumes. Quadrilateral and
hexahedral cells are known to be slightly more accurate when
surface tension is an important force~Ref. @83# see Section
22.2.8!, as is the case here, than triangles/tetrahedrals. The grids
were generated using the programGAMBIT @83#.

Geometry and Model Initialization. Simulating a droplet
forming from the underside of a horizontal tube requires a fully
3D model; however, examination of the droplets~see Fig. 1, for
example!reveals that there are two vertical planes of symmetry
that allow the model to be reduced to 1/4 of a full droplet model.
It was assumed that the vertical plane intersecting the axis of the
tube that cuts the tube in half along its length and the vertical
plane perpendicular to this intersecting the center of the droplet
~vertical lines in box shown on Fig. 1! were both planes of mirror
symmetry. Moreover, the model included one tube and half of the
tube-to-tube spacing above and beneath the tube; the top and bot-
tom boundaries~horizontal lines in box shown on Fig. 1! were
assumed to be periodic. Thus the droplet that fell from the tube
would exit the bottom of the solution domain and reenter at the
top to impact on the top of the tube making a continuous bank of
tubes out of the solution domain. Finally, the tube length was
taken to be half of the distance between droplet formation sites~as
observed in the experimental work described in Ref.@12#, ap-
proximately 11 mm!and the boundary opposite of the center of
the droplet was also assumed to be a plane of symmetry. This is
equivalent to assuming that droplets form and fall equally spaced
at 22 mm on center and in perfect unison. According to linear
stability analysis for a thin film suspended over a less dense phase
@16#, the fastest growing wavelength should bel5 lc2pA2, where
l c is the capillary wavelength. For the properties shown in Table 1,
this gives:l521.5 mm, which is very close to the observed value.
This is an oversimplification compared to a real system where
droplet spacing and sequencing are observed to be variable~al-
though spacing is usually close to the characteristic dimension
used!. However, this assumption does lead to realistic interaction
between the spreading lamellae of droplets impacting adjacent to
one another. In the case where neighboring droplets are more
out-of-phase, the spreading lamellae would continue to expand

along the length of the tube until they become indistinguishable or
interact with other out-of-phase droplet impacts creating more
complicated wave patterns. Modeling the various possible phase
relationships would require extending the current model to include
more than one droplet and/or incorporating more sophisticated
boundary conditions. The complications of this stochastic behav-
ior of the droplet interactions was previously observed@5# and
will be studied computationally in future work. The initial condi-
tions were taken to be quiescent with a smooth film surrounding
the tube. The thickness of this film was made to vary in a sinu-
soidal fashion from 0.20 mm at one end to 0.53 mm at the other
end; this ensured that the droplet formed at one of the planes of
symmetry. Figure 3 shows the solution domain with an exagger-
ated initial film thickness profile. The solution domain was di-
vided into quadrilateral elements that were finer near the tube
walls and in regions where the two-phase interface was expected
to pass, and coarser in regions where only the gas-phase was
expected. The edge length varied from a minimum of 1
31024 m near the tube surface to a maximum of 2.531024 m.
The face mesh, shown in Fig. 4, contained 16,941 quadrilaterals;
this pattern was repeated along the length of the tube to form
1,185,870 hexahedral elements. The shading in Fig. 4 corresponds
to the partitioning of the grid to the four processors used for the
parallel computing~each processor has two neighbors due to the
periodic boundary condition at the top and bottom!.

Fig. 3 Domain of droplet and tube model showing boundary
and initial conditions „not to scale, film thickness greatly exag-
gerated…

Fig. 4 Mesh used for three-dimensional model of tubes,
shades of gray indicate partitioning for parallel computing
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Results
The model was solved using time steps of 0.2 ms. Taking much

larger time steps would lead to numerical instabilities at the liquid
vapor interface; smaller time steps had no effect on the results. A
typical droplet formation cycle required around 2000 time steps
when beginning with a stagnant film. The interface was taken to
be the surface where the volume of fluid was 0.5~interpolated
from the VOF values at each grid location!. Defining this surface
allowed rendered images of the droplet and film to be generated at
regular time intervals. To aid visualization, the images were re-
flected about the planes of symmetry~to show a complete droplet!
and duplicated about the periodic boundaries~to show multiple
tubes and droplets!. The results are shown in Fig. 5. Because of
the reflections, four identical droplets are shown, which aids in the
visual interpretation of the interference patterns of the interacting
lamellae. To validate these results, they are compared with the
flow visualization results presented in Killion and Garimella
@5,12#. Using the moment of impact to synchronize the sequences,
Fig. 6 shows several selected frames of the simulation from the
present study and high-speed video from Ref.@12#. The agreement
is quite good. No special selection criteria was used to choose the
particular droplet video used for comparison; however, visual in-
spection of numerous video recordings of the corresponding flow
at these conditions showed that the droplet behavior was quite
regular and repeatable. In addition, no model parameters, save the
tube geometry, were obtained from the experimental results. The
simulation exhibits all of the characteristics observed in the ex-
periments including the stretching of the drop along the tube early
in the formation process, the formation of a primary droplet and
trailing liquid thread, the saddle-shaped spreading lamella, and the
thinning and breakup of the liquid bridge into a number of satel-
lite droplets. There are some differences that can be seen as well.
For instance the droplet and thread volume in the simulation ap-
pear to be slightly smaller than in the experiment which leads to
an earlier breakup of the liquid thread into satellites. In addition,
the early droplet formation process took longer in the simulation
than was observed experimentally. This is most likely due to the
quiescent initial conditions used in the simulation. It has been
observed that the early formation of the droplets is often acceler-
ated by the arrival of a quantity of liquid from a previous droplet
impact @5,12,45#. Potentially this effect would be captured if the
simulation were continued for several more droplet cycles. The
sensitivity of these results to thermophysical properties is ostensi-
bly low based on the similarity previous experimental observa-
tions made using both pure water and aqueous LiBr, which have
significantly different thermophysical properties~see Table 1!
@5,12,45#. The digital image analysis routine presented in Killion
and Garimella@12# was also applied to the rendered images pro-
duced from the CFD results. This analysis uses guided edge de-
tection techniques to estimate droplet surface area and volume in
the intertube region where the droplet is nearly axisymmetric over
a sequence of images. A comparison is shown in Fig. 7. The solid
line shows the analysis of experimental results and the dashed line
the simulation. Also shown on this plot is an axisymmetric model
~dotted line!that will be discussed later. The largest discrepancy
between the model and experimental results appears early in the
droplet formation. As mentioned earlier, the simulation begins
slowly because of the assumed initial conditions, whereas the ex-
perimental results are typically accelerated early by the arrival of
liquid from droplet impacts above. It is clear though, that after the
droplet volume reaches about 75 mm3 the results track very well,
although the ultimate volume of the droplet is slightly smaller in
the simulation, which results in the deviation seen near the point
of impact~the peak in the curves at time 0!. This slight difference
is also somewhat apparent in framesg andh of Fig. 6, especially
in the liquid thread. As the droplet spreads onto the tube and the
thread breaks up, the volume and surface area between the tubes
drop sharply in both the simulation and experiments. The differ-
ence between the two at impact appears to be maintained through-

out this process. The liquid thread breaks up slightly earlier in the
simulation~framesj–m of Fig. 6!. And so the increase in surface-
area-to-volume ratio associated with the creation of satellite drop-
lets also occurs somewhat earlier in the simulation, although
throughout the evolution the agreement in this parameter is also
quite good. The agreement between the simulation and experiment
suggests that the model provides a sound basis for investigating
the details of heat and mass transfer of absorption on falling films
on horizontal tubes. As mentioned in the introduction, previous
attempts have had to rely on gross assumptions about the shape
~therefore surface area! and transport within the forming droplet
and falling film. Since the transport processes depend extensively
on the size and location of the interface as well as the flow pat-

Fig. 5 Results of simulation of falling film on horizontal tubes
†„a…–„c… 50 ms between frames, „c…–„d… 20 ms between frames,
„d…–„h… 10 ms between frames ‡
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terns within the film and droplets, it is clear that a more accurate
and detailed understanding of the shape and velocity of the fluid
will allow much more accurate predictions of the absorption
process.

Because the computational cost of performing a 3D transient
simulation is quite high, an axisymmetric approximation of the
tube bank was also considered. An axisymmetric system can be
modeled in 2D and thus requires much less computational effort.
A column of spheres of the same diameter and spacing as the
tubes was modeled. The mesh is similar to that shown in Fig. 4.
The same fluid properties listed in Table 1 were used. Because of
the greater computational speed, the 2D column-of-spheres model

was used to investigate grid independence of the calculation. Be-
cause the algorithms used in the 3D models are computationally
equivalent to the 2D models, the grid sensitivity of the 2D models
can be used to deduce the same in the 3D case. Three models were
generated with the characteristic mesh lengths of 131024 m,
8.031025 m, and 6.431025 m at the surface of the sphere. This
resulted in 2D meshes with 15,425, 19,740, and 24,893 quadrilat-
eral cells, respectively. The coarsest mesh corresponds to the mesh
used in the 3D results reported earlier. A uniform initial film thick-
ness of 0.35 mm was used. The results are compared in the three
columns of Fig. 8 at various phases of the droplet evolution. The
first row corresponds to 62 ms from the start of the simulation.
This figure shows that all three models predict the early develop-
ment of the droplet in a virtually identical manner. The second
row shows the predictions 127 ms after the initialization of the
model. The third row of this figure shows the predicted shapes at
the moment of the rupture of the liquid thread, and the fourth
shows some of the predicted satellite droplets. The shape of the
thread at rupture is nearly identical in all three models.

It can be seen in Fig. 8 that irrespective of grid size, the models
show good overall agreement in the predicted behavior of the
primary drop, trailing liquid thread, and satellite droplet formation
throughout the course of the entire droplet evolution cycle. The
only noticeable dependence on grid density appears in row two,
where the coarser meshes result in droplet pulling away from the
tube somewhat faster than in the finest mesh. The reason for this
effect of grid size is currently being investigated. However, the
shapes and sizes of the predicted droplets in all three models are
in very good agreement. Also, this slight difference does not sig-
nificantly affect the latter stages of the evolution of the droplets,
as seen in rows three and four. Furthermore, it is no surprise that
the details of the satellite droplet formation vary slightly from
model to model, since it has been well demonstrated in the litera-
ture @5,12,35#that the development of satellite droplets observed
in practice is highly variable from droplet to droplet. In addition,
recent detailed models of satellite droplet dynamics@45# suggest
that, even with simplified initial conditions, they exhibit highly
irregular behavior that is difficult to accurately predict in detail.
Nevertheless, all three models considered here predict satellite
droplet formation of approximately the same size.

The 2D sphere model was also used to investigate the effect of
the initial film thickness. Uniform films ranging from 0.20 to 0.50
mm were considered. With the thinnest initial film, liquid col-
lected at the bottom of the sphere, but did not ever drop; with the
thickest film, the liquid flowed as a continuous column. Table 2
summarizes the results for several intermediate initial film thick-
nesses. It can be seen that the predicted droplet diameter~mea-
sured at the horizontal equator the moment before impact! was
fairly insensitive to initial film thickness, but the diameter of the

Fig. 6 Visual comparison of experiment „left… with simulation
„right… synchronized at impact †frames „a…–„g… 10 ms between
frames, frames „g…–„p… 6 ms between frames ‡

Fig. 7 Comparison of droplet volume and surface area from
analysis of video and simulation
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trailing liquid thread increased with increasing liquid inventory. In
addition, the time for enough liquid to collect at the bottom of the
sphere and pull away in a droplet was less as the liquid inventory
increased. An analysis of these models revealed that they all sig-
nificantly underpredict the droplet size and the time for droplet
evolution; for reference, the equatorial diameter of the droplets
observed in Killion and Garimella@12# were closer to 6 mm the
moment before impact. Figure 9 illustrates the agreement of these
models with the measurements in terms of surface area and vol-
ume. Both the initial droplet formation and the thread breakup and
formation of satellite droplets also occur much quicker than ob-
served for the horizontal tube case. It is thought that the geometry
accounts for these differences. In the case of horizontal tubes, the
surface tension in the direction of the axis of the tube tends to
elongate the droplet and thus cause it to be larger. In addition, the

flow of the film toward the droplet is more direct in the case of a
sphere; in the horizontal tube case, some of the falling film must
move axially along the tube to arrive at the forming droplet. This
seems to explain the longer evolution time observed with in the
horizontal tube case. These findings suggest that it is best to use a
3D model to accurately capture all the flow phenomena observed
in the flow of liquid films and droplets on horizontal tube banks.

Conclusions
Understanding absorption heat and mass transfer on falling

films over horizontal tubes presents many challenging problems
that depend largely upon understanding the fluid flow pattern;
especially for the case of water-Lithium Bromide where mass
transfer in the liquid phase tends to be the limiting resistance.
Flow visualization experiments previously conducted@5,12# re-
vealed many of the details of this flow pattern and suggested that
the idealized flow patterns frequently assumed in the literature
were too simple to allow accurate predictions of the absorption
rate. A three-dimensional computational model of the two-phase
flow of falling films and droplets of aqueous Lithium Bromide
around horizontal tubes was presented. One 15.9 mm diameter
tube was modeled with periodic boundary conditions~to minimize
the size of the computational model! representing a distance of
15.9 mm between the tubes. The results of the model were in good
agreement with the observed droplet and film behavior. The re-
sults showed virtually all of the phenomena observed in the ex-
periments. In addition, the droplet volume and surface area be-
tween the tubes were predicted with a satisfactory degree of
quantitative agreement over the entire droplet evolution. There
were some differences between the simulation and experiment
that are probably due to the oversimplified initial conditions as-
sumed~quiescent film!. The initial droplet formation took longer
in the simulation than is typically observed in experiment where
early droplet formation is frequently accelerated by the arrival of
a quantity of liquid from a previous droplet impact. More realistic
initial conditions might be obtained by letting the model run for
several droplet cycles. After the growing droplet reached about
half of its ultimate volume, the experiments and simulation were
in very good agreement throughout the remainder of the droplet
evolution, although the droplet volume and thread diameter were
slightly underpredicted by the model.

Simplified models based on an axisymmetric column of spheres
were also considered because they could be modeled in 2D, which
requires considerably less computational effort. A column-of-
spheres model with spheres of the same diameter and spacing as
the horizontal tube case significantly underpredicted droplet size
and evolution time irrespective of the initial film thickness used.
In addition, it was noted that this approximate model is unable to
exhibit the effects of interacting droplets and the saddle waves

Fig. 8 Investigation of grid independence using column-of-
spheres model with 0.35 mm initial film thickness

Table 2 Summary of effect of film thickness on droplet dynam-
ics in spheres model

Initial film
thickness~mm!

Diameter of
primary droplet
at impact~mm!

Minimum
diameter of
bridge at

impact ~mm!
Time to first

impact ~msec!

0.20 No droplet falls
0.23 5.09 1.3 611
0.25 5.03 1.6 158
0.30 4.88 1.9 124
0.35 4.89 2.2 112
0.40 5.18 2.7 98
0.50 Fluid flowed as continuous column

Fig. 9 Comparison of experimental results with axisymmetric
‘‘column-of-spheres’’ models with various liquid inventories
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formed in the case of horizontal tubes. Thus, it is concluded that a
fully 3D model is required to capture the characteristics of droplet
and film behavior on horizontal tubes.

The present work provides a sound foundation to investigate
the role of droplets in falling film absorption in greater detail than
has been done to date. Recent literature has suggested that drop-
lets may contribute significantly to the absorption process both
through direct absorption and by driving the mixing and film
waviness that is a key advantage of horizontal tube absorbers.
Because this model predicts the fluid behavior in the droplets and
the waviness they create on the film, it is expected that it will
provide realistic conditions for modeling the coupled heat and
mass transfer of absorption.
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Nomenclature

g 5 Gravitational acceleration~m/s2!
l c 5 Capillary length scale~m!
m 5 Mass~kg!
p 5 Pressure~Pa!
r 5 Radial coordinate, radius~m!
t 5 Time ~s!

v 5 Velocity ~m/s!
x 5 Axis coordinate
y 5 Axis coordinate
z 5 Axis coordinate

Greek Symbols

a 5 Volume fraction~m3/m3!
G 5 Solution flow rate per unit length per side~kg/s m!
l 5 Departure site wavelength~m!
m 5 Viscosity ~kg/m s!
r 5 Density ~kg/m3!
s 5 Surface tension~N/m!

Subscripts

1 5 Species 1
2 5 Species 2
r 5 Component in radial direction
x 5 Component inx direction
y 5 Component iny direction
z 5 Component inz direction
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Numerical Analysis on the Impact
Behavior of Molten Metal
Droplets Using a Modified
Splat-Quench Solidification
Model
A simple model is formulated for the analysis of the spreading and solidification processes
of a molten metal droplet impinging on a solid substrate. At the first stage, the model
evaluates the diameter and the radial velocity of the spreading molten metal layer at the
instant t05D/W from the start of impact using analytical relations. Here D and W are,
respectively, the diameter and the velocity of the impinging droplet. Numerical predictions
on the evolution of the spreading metal layer are obtained by using a modified splat-
quench solidification model with initial conditions described at the instant t05D/W. The
model predictions are compared with the experimental data available from the literature.
A systematic parametric study is carried out to illustrate the model predictions at different
impinging conditions. @DOI: 10.1115/1.1833365#
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Introduction
The impact process of a molten metal droplet impinging on a

solid substrate surface is encountered in several technological ap-
plications such as thermal spray coating@1,2#, spray deposition of
metal alloys@3#, microfabrication@4#, and droplet based manufac-
turing @5,6#. During the impact process, the molten metal spreads
out radially over the substrate surface depending on the fluid in-
ertia and simultaneously solidifies due to the contact heat transfer
between the metal layer and the substrate surface. For the earlier
applications, it is of specific interest to understand the character-
istics of metal splats formed from the spreading and solidification
of the impinging molten metal droplets. Several experimental and
theoretical studies have been carried out in this context, mainly to
understand the various physical processes involved in the spread-
ing and solidification of the molten metal droplets@7–20#.

Madejski@7# proposed a simple theoretical model to predict the
evolution of the droplet spreading and solidification after the im-
pact. The study was aimed at understanding the characteristics of
metal oxide splats formed during plasma spray coating. The gov-
erning fluid dynamic equation for the droplet spreading was for-
mulated from the principle of energy conservation by treating the
solidification process as one-dimensional Stefan solidification
problem. In general, the model@7# is versatile from the view of
the complex physical processes involved in the deposition process
occurring over a short interval of time. Delplanque and Rangel
@12# proposed an improved version of the original Madejski
model@7# by better predicting the viscous dissipation losses using
the flow field suggested by Markworth and Saunders@21#. The
evolution of the spreading droplet radius,R was obtained by solv-
ing the governing equation numerically, and a systematic paramet-
ric study was carried out to illustrate the effect of various physical
parameters on the droplet spreading and solidification processes
@12#. In the last decade, several detailed models for the impact of
molten metal droplets were reported by solving the full Navier–

Stokes equations coupled with the energy equation@9,13,14,19#.
The numerical predictions for almost all of these models were
obtained by employing complex computational fluid dynamics
concepts and essentially require a significant amount of computa-
tional power to carry out the calculations.

The simplicity of the Madejski model@7# and its improved
version proposed by Delplanque and Rangel@12# is mainly attrib-
uted to the basic assumptions made in the models. For the estima-
tion of the initial conditions required to solve the governing dif-
ferential equation, the models assumed that the impinging
spherical droplet takes the shape of cylinder immediately after the
instant t50 at which the droplet touches the substrate surface.
The initial radius,R0 was expressed as a fraction of the initial
droplet diameter,D, i.e.,R05eD, wheree is an assumed positive
quantity. It must be emphasized that in these models, the initial
conditions for the droplet radius and velocity were expressed in
terms ofe. Madejski@7# assumede50.5 for the derivation of the
maximum spreading droplet radius,Rmax and later, it was shown
by Delplanque and Rangel@12# thate50.74 is the only physically
possible value. However, the comparison of the model predictions
with the experimental data was not quite satisfactory and a better
agreement was observed fore50.39 during the early stages of
impact@13#. Note that the parametere was treated like an arbitrary
parameter in these models and any improper selection ofe may be
affecting the model predictions significantly. Recently, in a tech-
nical note@22#, the present authors eliminated the assumed param-
eter e by modeling the initial conditions at the instant,t05D/W
from the start of impact,t50, whereD is the diameter andW, the
velocity of the impinging metal droplet. An improvement in the
numerical results of the modified model was observed when the
modified model predictions were compared with those obtained
from the earlier model@12#.

In the present work, we made substantial modifications in the
initial conditions, proposed in our modified model reported earlier
@22#, by taking into consideration the effects of wettability, solidi-
fication, and heat transfer from the molten metal to the substrate
surface. We obtained the numerical predictions on the evolution of
the spreading droplet radius and compared with the experimental
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data reported in the literature. In order to show the features of the
modified model, we carried out a parametric study and empha-
sized the model limitations.

Mathematical Model

Droplet Spreading and Solidification. Consider a molten
metal droplet of diameter,D impinging on a substrate surface with
velocity, W along the normal to the surface. Figure 1 shows the
schematic sketch of the metal droplet spreading over the substrate
surface. The governing differential equation for the droplet
spreading based on the conservation of mechanical energy is ex-
pressed as@12,22#

d

dt H 3

10
r l S dR

dt D
2S R2b1

11

7
b3D1s@R2~12cosu!12Rb#J

1
mR2

b S dR

dt D
2F3

2
1

72

5

b2

R2G50, (1)

whereR is the radius,b is the liquid layer thickness, andu is the
dynamic contact angle of the spreading molten metal layer at any
time t. Herer1 is the density,s is the surface tension, andm is the
viscosity of the droplet material. Note that the effect of capillary
forces on the droplet spreading was not considered in the earlier
formulation shown by Delplanque and Rangel@12#. However, the
role of capillary forces is dominant in the spreading process for
the droplet impact with low Weber number~Weber number, We, is
defined as the ratio of inertial to surface tension forces of the
impinging droplet!. Even for the impact of high We droplets, the
capillary forces at the contact line become important during the
end of the spreading process where the inertial forces are compa-
rable to the capillary forces.

The energy conservation equation@Eq. ~1!# is nondimensional-
ized by using the variablesj5R/R0 , f5b/R0 , and t̃5Wt/R0 ,
whereR0 is the radius of the spreading metal liquid layer at the
instantt05D/W. Figure 2 shows the shape of the spreading drop-

let assumed in the present model at the instantt05D/W. As il-
lustrated in the figure, it is assumed in the present study that the
impinging droplet takes the shape of cylinder after the timet0
5D/W. This assumption may be justified from the experimental
observations reported in the literature for the impact of droplets
with We@1 @10,23–27#. The spreading droplet radius,R0 can be
estimated from the conservation of mass as

RS t5
D

WD5R05F D3

6~b01y0!G
1/2

(2)

whereb0 is the thickness of the molten metal layer andy0 is the
thickness of the solidified metal layer at the instantt05D/W.
Note that the variation in density between the liquid layer and the
solidified metal layer is ignored in Eq.~2!. After nondimensional-
ization, Eq.~1! becomes

d

dt̃
F 3
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7
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where

f5
A6~ b̄0!3/2

j2 H 12KFAt̃12E
0

t̃
j~ t !

dj~ t !

dt
A~ t̃2t !dtG J , (4)

K5
r

r1
UA 1

61/2 Pe~ b̄0!5/2
, (5)

and

b̄05
b01y0

D
(6)

Here K is the solidification parameter,U, the solidification con-
stant, r, the density of the solidified metal layer, and Pe
5WD/a, the Peclet number witha as the thermal diffusivity of
the droplet material.

Initial Conditions. The numerical predictions on the evolu-
tion of the spreading droplet radius~R! can be obtained by solving
Eqs. ~3!–~6! with appropriate initial conditions. In the present
work, the initial conditions are modeled at the instantt05D/W
from the start of impactt50. Therefore the initial radius is taken
asR0 and expressed by using Eqs.~2! and ~6! as

R~ t0!5R05S D2

6b̄0
D 1/2

(7)

The term b̄0 is estimated by solving the equation for the axial
momentum conservation of an impinging droplet proposed re-
cently by Roisman et al.@28#. In their work, for a given droplet
Reynolds number, Re5r1WD/m and We5r1W2D/s, the equation
for the axial momentum conservation was expressed as

3We15~12cosū !Reb̄0510 Re Web̄0
3 (8)

whereū is an average estimation of the dynamic contact angle of
the spreading metal layer in the time interval@0,D/W#. Note that
Eq. ~8! was derived from the pressure distribution developed by
the spreading liquid during the impact of liquid droplets, which
are free from any solidification process. In the context of molten
metal droplets studied in the present work, it is assumed that the
solidification process occurring within the short interval of time
@0,D/W# during the beginning of impact process may not be al-
tering the flow characteristics within the molten liquid layer sig-
nificantly. In other words, the droplet spreading process is as-
sumed to be faster than the solidification process and such an
assumption may be justifiable ify0!b0 . Based on this fact, the

Fig. 1 Schematic sketch of the spreading droplet during the
impact process

Fig. 2 The shape of the spreading droplet at the instant t 0
ÄDÕW from the start of impact tÄ0
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effect of solidification on Eq.~8! is ignored in the present study,
and therefore the present model may be appropriate for the slow
solidification problems.

The thickness of the solidified metal layer,y is estimated from
the Neumann solution of the one-dimensional Stefan problem as

y5UAat (9)

The thickness of the solidified metal layer at the instantt0
5D/W is estimated by using Eq.~9! as

yS t5
D

WD5y~ t0!5y05UAa
D

W
5S U

APe
D D (10)

The initial thickness of the liquid metal layer att05D/W is ex-
pressed by including the solidification process as

bS t5
D

WD5b~ t0!5b05DS b̄02
U

APe
D (11)

In the absence of solidification process, the value ofU is taken as
zero andb0 is expressed only as a function ofb̄0 .

The initial radial velocity (dR/dt)t5t0
is derived by equating

the kinetic energy equation for the spreading droplet at any time to
the kinetic energy of the spreading liquid layer estimated at the
instantt05D/W. The kinetic energy,Ek for the spreading droplet
shown in Fig. 1 is expressed as@12,22#

Ek5
3

10
pr1S dR

dt D
2S R2b1

11

7
b3D (12)

The principle of energy conservation at the instantt05D/W can
be written as

$@KE1PE#liquid1@Energy due to wetting#1@KE

1Viscous dissipation#losses% t05D/W5$@KE1PE#liquid% t50

(13)

The initial kinetic and potential energies of the impinging droplet
are estimated as

$(KE)liquid% t505S pD3

6 D S 1
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12b̄0APe
D
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The total viscous dissipation encountered by the spreading droplet
liquid during the time interval@0,D/W# can be calculated from

$@Viscous dissipation# losses% t05D/W5E
0

D/WE
0

R0E
0

b0

2prFdr

(19)

where F is the dissipation function described by the flow field
@12#. By following the procedure adopted by Roisman et al.@28#,
the viscous dissipation losses is expressed as

$@Viscous dissipation# losses% t05D/W

5pr1D3W2
1

ReS 1

20b̄0
3

1
3

5b̄0
D (20)

As the present work considers that the effect of solidification on
the flow field of the spreading metal layer is negligible in the time
interval @0,D/W#, no attempt is made here to modify the viscous
dissipation losses for the solidification process. The energy due to
wetting can be written based on the contact angle of the moving
contact line of the spreading metal layer as

@Energy due to wetting# t05D/W5s~pR0
2 cosu! (21)

By substituting Eqs.~14!–~21! in Eq. ~13!, the kinetic energy of
the spreading droplet at the instantt05D/W is expressed as

EkS t5
D

WD5Ek05L~ b̄0 ,Re,We,Pe,U,u!S pr1D3W2

12 D (22)
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By comparing Eq.~22! with Eq. ~16!, the initial average spreading
velocity is expressed as
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The nondimensionalized initial conditions are expressed as

t̃F t5
D

WG5 t̃05A6b̄0, (25)

j~ t̃0!5j051.0, (26)
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(28)

The nondimensional governing differential equation, Eq.~3! can
be solved numerically by using the initial conditions given in Eqs.
~25!–~28! to obtain the evolution ofR during the impact process.

Estimation of Solidification Constant. This section provides
the details about the procedure adopted in the present work for the
estimation of the solidification constant,U used in the Neumann
solution given in Eq.~9!. A realistic model for the impact of a
molten metal droplet on a cold substrate must include the heat
transfer process at the interface between the spreading metal layer
and the substrate surface. The heat transfer influences the instan-
taneous movement of the solidification front of the spreading
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droplet depending on the contact between the droplet material and
the substrate surface. A limited number of experimental investiga-
tions have been reported in the literature to show the variation of
the droplet and the substrate temperature during the impact pro-
cess@25,29,30#. Among them, Aziz and Chandra@25# provided the
experimental data on the variation of the thermal contact resis-
tance during the droplet spreading process for the molten tin drop-
lets impinging on a stainless steel substrate withW in the range of
1–4 m/s. Their experimental results clearly show a strong corre-
lation between the heat transfer process and the impinging droplet
velocity, W.

In the present work, the instantaneous variation of the substrate
surface temperature,Tsub during the impact process is evaluated
by using the expression@31#

Tsub5~Tsub! t501@Td2~Tsub! t50#

3F12expS asubt

Rc
2lsub

2 D erfcSAasubt

Rclsub
D G (29)

whereTd is the temperature of the droplet material,asubandlsub,
respectively, are the thermal diffusivity and thermal conductivity
of the substrate material andRc is the thermal contact resistance
between the droplet material and the substrate surface. Aziz and
Chandra@25# showed that the experimental data on the instanta-
neous variation ofTsub obtained during the impact process agree
with the predictions of Eq.~29!. The solidification constant,U is
calculated by solving the equation

St5ApS U

2 DerfS U

2 DexpS U2

4 D (30)

where St5@Cp(Tm2Tsub)#/hf is the Stefan number.Cp , hf , and
Tm are, respectively, the specific heat, the latent heat of fusion,
and the melting temperature of the droplet material. Equation~30!
is the simplified expression, obtained by taking the droplet tem-
perature as same as the melting temperature of the droplet mate-

rial, of the original relation present in the Neumann solution of the
classical Stefan solidification problem. Figure 3 shows the varia-
tion of U with Tsub for different droplet materials. Note also that
Eq. ~30! is based on the assumption that the liquid phase is stag-
nant and, hence, the convection effect of the liquid phase on the
solidification process is ignored from the analysis. Apart from the
variation of U with of Tsub, it is also seen from Fig. 3 that the
droplet material influences the variation ofU. For the current
calculations, the instantaneous value ofTsub, calculated from Eq.
~29!, is used to evaluate the instantaneous variation ofU from Eq.
~30!. Figure 4 shows the typical variation ofU, resulting from the
variation ofTsub, with t* (5tW/D) during the impact process of
a molten tin droplet withD52.7 mm andW51 m/s on a stainless
steel substrate with (Tsub) t50525°C. The value ofRc for this
specific case is taken as 5.031026 m2 K/W from the experimental
measurements reported by Aziz and Chandra@25#. An average
value ofU is calculated within the time interval@0,D/W# for the
estimation of initial conditions. The value ofU estimated at the
instantt05D/W is considered as the solidification constant for the
calculation ofR starting from the instantt05D/W. This proce-
dure is used for all the droplet impact calculations reported in this
work. Note that the original Madejski model@7# and its improved
version proposed by Delplanque and Rangel@12# had not consid-
ered the instantaneous variation ofU in their calculations.

Results and Discussion
The governing differential equation and the initial conditions

are solved numerically by using Euler predictor-corrector numeri-
cal scheme. The relevant nondimensional numbers, required for
the computation, are obtained from the impinging droplet condi-
tions ~D andW! and the material properties. Tables 1 and 2 show
the material properties for the droplet and the substrates used in
the calculation. The dynamic contact angle,u, is taken from the
experimental data reported in the literature. The value ofU is
estimated via the procedure described in the previous section. The
predictions are made until the radial velocity of the spreading

Fig. 3 The variation of solidification constant „U… with the
substrate surface temperature for different molten metals

Fig. 4 The instantaneous variation of the solidification con-
stant „U… during the droplet impact process for a molten tin
droplet impinging on a stainless steel substrate

Table 1 Thermophysical properties of the droplet material used in the calculations

Reference publications
~Droplet—molten tin!

r
~kg/m3!

r1
~kg/m3!

s
~N/m!

m
~kg/ms!

a
~m2/s!

Pasandideh-Fard et al.@14# 7310 7000 0.544 0.00184 1.7143 1025

Aziz and Chandra@25#
Trapaga et al.@32#
Amada et al.@33# 7310 6957 0.566 0.00197 1.7143 1025
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droplet approaches to zero, and for all the calculations, it is en-
sured that the radial velocity of the spreading droplet is converg-
ing to zero.

Comparison of the Model Predictions With the Experimen-
tal Measurements. The model predictions on the time evolution
of the spreading droplet radius~R! for the impact of molten tin

droplets on a stainless steel substrate, kept at different (Tsub) t50 ,
are shown in Fig. 5. The experimental measurements on the in-
stantaneous variation ofR are taken from Ref.@14#. The plots also
included the reported numerical results ofR calculated from the
detailed model proposed by Pasandideh-Fard et al.@14#. The ex-
perimental values of thermal contact resistance (Rc) for the
present calculation are taken from the experimental study reported
by Aziz and Chandra@25#. As seen in the figure, the present nu-
merical predictions are in agreement with the experimental data
and slightly over predicting the values ofR. It must be empha-
sized that the present model calculations are simple, and an ex-
tensive calculation procedure may be involved in the detailed
model proposed by Pasandideh-Fard et al.@14# which takes a
CPU time of the order 2–5 h in a workstation for a typical droplet
impact case. The numerical predictions ofR obtained from Del-
planque and Rangel model@12#, an improved version of the origi-
nal Madejski model@7#, are far deviated from the experimental
data as shown in Fig. 5~b!.

Additional calculations are made for the impact of molten tin
droplets studied experimentally by different researchers
@25,32,33#. The relevant material properties of molten tin are
taken from the corresponding references and summarized in Table
1. The value of dynamic contact angle is kept constant during the
present calculations and taken as 150° based on the experimental
results@14,25,34#. Figure 6 shows the present model predictions
on the instantaneous variation ofR for the molten tin droplets
impinging on metal substrates with different impact conditions. In

Fig. 5 Comparison of the present model results with the ex-
perimental measurements for the evolution of the spreading
droplet radius for the impact of molten tin droplets impinging
on stainless steel substrates kept at different temperature. The
experimental measurements, shown with filled circles „d…, are
taken from Ref. †14‡. The numerical predictions of Pasandideh-
Fard et al. model, shown with thick dashed lines „––-…, are
taken from Ref. †14‡, and the predictions obtained from the
present model are shown with thick continuous lines „—…. The
predictions of Delplanque and Rangel model †12‡ for different
values of e are shown with thin lines. eÄ0.39 „–"–"…, eÄ0.5
„ …, and eÄ0.74 „ ….

Fig. 6 Comparison of the present model results with the ex-
perimental measurements on the evolution of the spreading
droplet radius for the impact of molten tin droplets on different
substrate materials. The experimental measurements are taken
from the literature. „a… Aziz and Chandra †25‡, and „b… Tarpaga
et al. †32‡.

Table 2 Thermophysical properties of the substrates used in
the calculations

Reference publications
r

~kg/m3!
l

~W/mK!
a

~m2/s!

Pasandideh-Fard et al.@14#
~Stainless steel!

7900 15 3.983 1026

Aziz and Chandra@25#
~Stainless steel!
Amada et al.@33#
~Stainless steel!
Trapaga et al.@32#
~Aluminum!

2702 237 9.713 1025
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general, the model predictions ofR are in agreement with the
experimental data, both qualitatively and quantitatively. Further
results obtained from the calculations are summarized in Fig. 7 by
comparing the model predictions ofRmax with the experimentally
measured values. A total of 29 experiments carried out by differ-
ent investigators@14,25,32,33#are shown in Fig. 7. By following
the experimental results reported by Aziz and Chandra@25#, the
value of Rc is kept in the range 1.031026 to 5.0
31026 m2 K/W for these calculations. Note that the data points
shown in Fig. 7~b!are taken from the work reported by Amada
et al. @33#. Their work had concentrated only on the final metal
splat characteristics and no measurements on the instantaneous
variation of R were reported. For their experiments, the model
predictions ofRmax are dispersed within615% variation as shown
by the thin lines in Fig. 7~b!.

Discussion on the Model Features. In literature, four major
regimes of the droplet impact are identified based on the droplet
Ohnesorge number, Oh5m/Ar1sD and We:~1! inviscid and im-
pact driven,~2! inviscid and capillarity driven,~3! highly viscous
and capillarity driven, and~4! highly viscous and impact driven
@11#. The fluid dynamics and heat transfer analysis of the spread-
ing droplet liquid are different for each of these regimes. The
values of Oh and We for the droplet impact cases shown in Fig. 7
are plotted in Fig. 8 by following the Oh-We diagram discussed
earlier by Schiaffino and Sonin@11#. It may be stated from the

results shown in Figs. 5–8 that the present model can be success-
fully used for the impact of metal droplets confined to the inviscid
impact driven regime.

The major limitation of the present model is that the initial
conditions are modeled at the instantt05D/W from the start of

Fig. 8 Oh-We diagram showing the droplet impact cases ana-
lyzed in the present study

Fig. 9 Numerical predictions on the instantaneous variation of
R for the impact of molten metal droplets with varying We

Fig. 10 Numerical predictions on the instantaneous variation
of R for the impact of molten metal droplets with varying Oh

Fig. 7 The present model predictions on Rmax for the impact of
molten tin droplets on stainless substrate surfaces. „a… j
Pasandideh-Fard et al. †14‡, d Aziz and Chandra †25‡, and l
Trapaga et al. †32‡. „b… s Amada et al. †33‡.
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impact. The model fails if the nondimensional term,L, present in
the initial radial velocity relation given in Eq.~24!, becomes nega-
tive. The negative value ofL basically indicates that the spreading
metal layer reachesRmax before the instantt05D/W. This feature
of the present model restricts the model application for the droplet
impact with low We as illustrated in Fig. 9. For these calculations,
the value of Prandtl number, Pr is taken as 0.02, a typical value for

liquid metals. Note that the choice ofU50.5 for the calculations
shown in Fig. 9 indicates that the effect of solidification may be
significant. For the droplet impact with We,1, the complete ki-
netic energy may be transformed into the surface energy of the
spreading liquid layer before reaching the instantt05D/W. Simi-
lar results are shown in Fig. 10 for the droplet impact with varying
Oh. As Oh increases, the contribution of viscous dissipation domi-
nates the energy losses of the spreading metal layer. Figure 11
shows the model predictions for the droplet impact with varying
U. In this case, the energy loss may be influenced by the amount
of liquid mass solidified before reaching the instantt05D/W,
whose contribution toL increases with increasingU.

It is evident from Eqs.~29! and ~30! that the thermophysical
properties of the droplet material and the substrate play a domi-
nant role in determining the solidification constant,U. A paramet-
ric study is carried out to investigate the model application for
different droplet materials. Figure 12 shows the applicability of
the present model at different impinging droplet conditions for the
molten tin droplets impinging on a stainless steel substrate. For
each impinging droplet case~each data point!shown in Fig. 12,
the value ofU is estimated as described before by assuming a
typical value forRc . The shaded portion~negativeL! shown in
the plots corresponds to the droplet impinging conditions at which
the present model is not applicable. As seen in the figure, with
molten tin as the droplet material, the model can be fairly used for
a wide range of impinging conditions. As Oh increases, the appli-
cability of the present model shrinks as shown in Fig. 12~b!. Simi-
lar results are shown in Fig. 13 for molten nickel, a high melting
point material. Additional calculations are made for other metals

Fig. 11 Numerical predictions on the instantaneous variation
of R for the impact of molten metal droplets with varying U

Fig. 12 Plots illustrating the limitations of the present model
for the impact of molten tin droplets with different impinging
conditions

Fig. 13 Plots illustrating the limitations of the present model
for the impact of molten nickel droplets with different imping-
ing conditions
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and the observed trend is similar to the variation shown in Figs.
12 and 13, however, with a shift in the shaded regions.

It can be observed from Figs. 7–13 that the present model can
be successfully used for the droplet impact falls under the inviscid
impact-driven regime with moderate solidification constant val-
ues. Any extension of the present model to other regimes shown in
Fig. 8 may require necessary modifications inL given in Eq.~23!.
It must be emphasized that the present modified model has ig-
nored the detailed physical processes involved in the impact pro-
cess. These processes may include the effect of compressibility
developed during the impact of a high speed droplet@35# and
freezing of the contact line observed during the impact of molten
metal droplets with low We@36#.

Conclusions
A numerical analysis is carried out on the evolution of the

spreading molten metal layer developed from the impact of a mol-
ten metal droplet on a solid substrate by formulating a simple
theoretical model. The salient feature of this model is the initial
conditions proposed to solve the governing differential equation
describing the spreading and solidification processes of the molten
metal layer. The initial conditions are modeled at the instantt0
5D/W from the start of impact. The contact heat transfer process
between the droplet and the substrate surface is included in the
estimation of the initial conditions by using the experimental mea-
surements of the thermal contact resistance.

Numerical results are presented for the impact of molten tin
droplets with varying impact conditions. The experimental data
available from the literature are used to compare the model pre-
dictions. The predictions on the instantaneous variation of the
spreading droplet radius are in agreement with the experimental
measurements. The numerical values of the maximum spreading
radius for different droplet impact experiments are dispersed over
the experimental line within615% variation. It is shown that the
present model may be more suitable for the metal droplet impact
confining to the impact-driven regime with low Oh number.
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Nomenclature

b 5 liquid layer thickness of the spreading droplet~m!
Cp 5 specific heat~J/kg K!
D 5 diameter of droplet before impact~m!

Ek 5 kinetic energy of spreading droplet~J!
hf 5 latent heat of fusion~J/kg!
K 5 solidification parameter

Oh 5 Ohnesorge number
Pe 5 Peclet number
Pr 5 Prandtl number
R 5 radius of spreading droplet~m!

Rc 5 thermal contact resistance~m2 K/W!
Re 5 Reynolds number

r 5 radial coordinate
St 5 Stefan number

Tsub 5 substrate temperature~K!
Tm 5 melting temperature of droplet material~K!

t 5 time ~s!
t̃ 5 nondimensionalized time

t* 5 nondimensionalized time based on impinging droplet
parameters

U 5 solidification constant
W 5 droplet impact velocity~m/s!

We 5 Weber number
y 5 thickness of solidified metal layer~m!
z 5 normal coordinate

Greek Letters

a 5 thermal diffusivity ~m2/s!
L 5 nondimensionalized term used in the kinetic energy

equation
e 5 nondimensional quantity used in the estimation of

initial radius
s 5 surface tension~N/m!
m 5 viscosity ~kg/ms!

r1 5 density of liquid~kg/m3!
u 5 dynamic contact angle~deg!

us 5 static contact angle~deg!
f 5 nondimensionalized liquid layer thickness
t 5 time at which freezing begins at any radial location
j 5 nondimensionalized radius of spreading droplet

Subscripts

max 5 maximum spread condition
sub 5 substrate

0 5 initial condition
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Study of Lateral Merger of Vapor
Bubbles During Nucleate Pool
Boiling
In the present work the bubble dynamics and heat transfer associated with lateral bubble
merger during transition from partial to fully developed nucleate boiling is studied nu-
merically. Complete Navier–Stokes equation in three dimensions along with the continuity
and energy equations are solved using the SIMPLE method. The liquid vapor interface is
captured using the Level-Set technique. Calculations are carried out for multiple bubble
mergers in a line and also in a plane and the bubble dynamics and wall heat transfer are
compared to that for a single bubble. The results show that merger of multiple bubbles
significantly increases the overall wall heat transfer. This enhanced wall heat transfer is
caused by trapping of liquid layer between the bubble bases during merger and by draw-
ing of cooler liquid towards the wall during contraction after merger. Good agreement
with data from experiments is found in bubble growth rate and bubble shapes obtained
from numerical simulations.@DOI: 10.1115/1.1834614#

1 Introduction
Boiling heat transfer is one of the most efficient modes of heat

transfer. Pool boiling process can be divided into several distinct
regimes, such as partial nucleate boiling, fully developed nucleate
boiling, transition boiling, and film boiling.

The most widely used regime is perhaps the nucleate boiling. In
nucleate boiling, very high wall heat fluxes can be achieved at low
superheats. An increase in wall heat flux is observed as the wall
superheat is increased and transition takes place from partial to
fully developed nucleate boiling. The maximum or critical heat
flux sets the upper limit of fully developed nucleate boiling. Most
boiling applications avoid this upper limit which can lead to burn
out of the heater. Hence the devices are designed to operate in the
stable regime of partial-fully developed nucleate boiling.

Gaertner@1# observed in fully developed nucleate boiling, va-
por columns and mushroom-type bubbles supported by vapor
stems attached to the heater. He proposed that the energy for
phase change was supplied by the superheated liquid layer in
which the stems were implanted. As the surface temperature or
number of active sites increased, vapor mushrooms became more
numerous and the latent heat transport mechanism began to
predominate.

Mikic and Rohsenow@2# attributed the high heat flux in nucle-
ate boiling, in addition to the natural convection over a part of the
heating surface, to the transient conduction to, and subsequent
replacement of, the superheated liquid layer in contact with
the heating surface. They proposed a model for partial nucleate
boiling heat flux, which included the effect of heating surface
characteristics.

According to Yu and Mesler@3#, at high heat fluxes, a liquid
film, which they called the ‘‘macrolayer,’’ exists beneath an ag-
glomeration of vapor bubbles attached to the surface, which is
paramount in transferring heat. They distinguished the macrolayer
from the microlayer and defined microlayer as the liquid film,
which was formed between a bubble and the solid surface when
an individual bubble grows on a surface during nucleate boiling
~Fig. 1!. Both evaporation of the microlayer and the macrolayer,
resulted in vapor generation at the surface.

Dhir @4# identified four basic mechanisms that contribute to the
total boiling heat flux under pool boiling conditions. These are~a!

transient conduction at the area of influence of a bubble growing
at a nucleation site,~b! evaporation~a fraction of which may be
included in the transient conduction! at the vapor liquid interface,
~c! enhanced natural convection on the region in the immediate
vicinity of a growing bubble, and~d! natural convection over the
area that has no active nucleation site and is totally free of the
influence of the former three mechanisms. However, according to
him, the importance of these mechanisms depends strongly on the
magnitude of the wall superheat and other system variables.

Ramanujapu and Dhir@5# experimentally studied the formation
of mushroom-type bubbles during nucleate boiling. They ob-
served stems formed under merged bubbles and the entire vapor
stem detached from the nucleating cavity at the base, as in the
case of a single bubble. They concluded that merger of vapor
bubbles leads to premature removal of vapor bubbles from the
surface thereby increasing the frequency of vapor removal.

Chen and Chung@6# experimentally studied coalescence of
bubbles during nucleate boiling on microheaters. The temperature
of each heater was controlled electronically and the wall heat flux
variation was obtained during bubble coalescence. They found
that bubble departure frequency increased and the wall heat trans-
fer rate was highly enhanced due to coalescence of bubbles.

Chen and Chung@7# also investigated the effects of separation
distances between the bubbles and the number of bubbles partici-
pating in the process during bubble coalescence on microheaters.
They found that the coalescence process is associated with a com-
bination of bubble oscillation, stretching, and sliding on the heat-
ers. They argued that wall heat transfer was enhanced as a result
of rewetting of the heater surface by colder liquid and turbulent
mixing effects. The results indicated that the heat transfer en-
hancement rate became higher while the bubbling-cycling dura-
tion decreased with increase in the separation distance between
the bubbles. The wall heat flux was found to be proportional to the
number of bubbles involved in coalescence process. However, no
quantitative basis was provided.

Different heat transfer mechanisms at the wall such as transient
conduction and convection are strongly influenced by the bubble
merger process. The merger leads to a change in their relative
contribution to the overall wall heat transfer rate. It is important to
understand the underlying mechanisms associated with lateral
bubble merger and their effect on the overall heat transfer from
the surface. The objective of this study is to numerically investi-
gate bubble dynamics and associated wall heat transfer during
lateral bubble merger.
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Numerical calculations are performed for the cases shown in
Fig. 2 involving a number of different bubble orientations. Taking
advantage of symmetry numerical calculations are carried only for
the shaded regions. The distance between the cavities in the last
three cases is 1.25 mm. The liquid is saturated water and all prop-
erties are taken at 100°C. The wall superheat in all cases is chosen
as 10°C. This superheat was chosen since for water boiling on a
flat plate at one atmosphere, transition typically takes place from
partial to fully-developed nucleate boiling at this superheat and
bubbles start to merge with each other. The contact angle between
the bubble and the bottom wall is maintained at 54 deg. The
contact angle is chosen based on experimentally observed static
contact angles. It was measured by placing liquid drops on the
silicon wafer and was found to be 54 deg on an average before
and after the experiment. The results are sensitive to contact angle
and the effect of different contact angles on growth of a single
bubble has been previously demonstrated by Son et al.@8#. Addi-
tional computations are performed for the cases of two-bubble
merger at 5°C superheat and three-bubble merger at 6°C superheat
in order to make comparisons with experimental data.

2 Numerical Model
The numerical analysis is carried out by solving the complete

incompressible Navier–Stokes equation, using the SIMPLE
method@9#, which stands for Semi-Implicit Method for Pressure-
Linked Equations. This method is chosen because the algorithm is
well established and easy to implement. The continuity equation is
turned into an equation for the pressure correction. At each itera-
tion the velocities are corrected using velocity-correction formu-
las. The ‘‘consistent’’ approximation@10# is used for the velocity
correction. The resulting velocity field exactly satisfies the dis-

cretized continuity equation, irrespective of the fact that the un-
derlying pressure corrections are only approximate. The computa-
tions proceed to convergence via a series of continuity satisfying
velocity fields. The governing equations in three dimensions are
discretized as described in@9#. The power-law scheme is used for
the convection-diffusion formulation. The algebraic equations are
solved using the line-by-line technique, which uses TDMA~tridi-
agonal matrix algorithm! as the basic unit. The speed of conver-
gence of the line-by-line technique is further increased by supple-
menting it with the block-correction procedure@11#.

The liquid–vapor interface is identified as the zero level set of
a smooth distance function,f @12#. The level set functionf, is
negative inside the bubble and positive outside the bubble. The
interface is located by solving the level set equation. Numerical
quantities are smeared out across the interface producing a con-
tinuous profile for the density, viscosity, and pressure. This
smeared interface approach requires an additional source term in
the momentum equation to numerically model the surface tension
forces. A fifth order WENO~weighted, essentially nonoscillatory!
scheme is used for left sided and right sided discretization off
@13#. Whilef is initially a distance function, it will not remain so
after the level set equation is solved. The solutions off can de-
velop a jump at the interface when interfaces merge. Maintaining
f as a distance function is essential for providing the interface
with a width fixed in time. This is achieved by reinitialization of
f. A modification of Godunov’s method is used to determine the
upwind directions. The reinitialization equation is solved in ficti-
tious time after each fully complete time step. WithDt5d/2u0 ,
ten t steps are taken with a third order TVD~total variation di-
minishing!Runge–Kutta method.

One of the main advantages of the level-set method is that it
handles topological changes and complex interfacial shapes in a
natural way. The solution of complete Navier–Stokes equations
ensures that all the relevant physics of the merger process is in-
corporated in the solution. The smeared interfaces span three grids
and the interfaces are assumed to have merged if the distance
between them becomes less than one grid spacing. However, the
effect of smeared interfaces on the overall results is believed to be
only of the second order. The level-set method has been success-
fully applied to model growth of single bubbles@8# and vertical
bubble merger at a single nucleation site@14#.

The effect of microlayer evaporation was incorporated using
the model developed by Son, Dhir, and Ramanujapu@8#. The
model is based on the lubrication theory. The shape of the micro-
layer interface is governed by balance of forces due to capillary
pressure, disjoining pressure, and vapor recoil pressure. Heat is
conducted from the solid surface into the liquid microlayer and is
utilized for evaporation at the interface. The evaporative heat flux
across the liquid–vapor interface is calculated using the modified
Clausis–Clayperon equation. The combination of mass, momen-
tum, and energy equations yields a fourth-order nonlinear ordinary
differential equation which is solved using specified boundary
conditions as described in@8#. The microlayer solution, which is
assumed to be two-dimensional with the azimuthal variation being
neglected, is applied to each grid point in the macro region at the
bubble base and is matched asymptotically for the given contact
angle aty5d/2. The rate of vapor volume production obtained
from solution of the microlayer equations is applied to three cells
in the vapor side control volume normal to the bubble interface at
the wall.

2.1 Scaling Factors. The governing equations and bound-
ary conditions are made nondimensional using a length scale (l 0)
and a time scale (t0) defined by,

l 05A s

g~r l2rv!
(1)

Fig. 1 Microlayer and macrolayer

Fig. 2 Bubble orientations
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t05Al 0

g
(2)

The characteristic velocity is thus given by,

u05
l 0

t0
(3)

The nondimensional temperature is defined as,

T* 5
T2Tsat

Tw2Tsat
(4)

with T* 50 whenT5Tsat andT* 51 at the wall whenT5Tw .
For saturated water at 1 atm pressure and earth normal gravity,

the length scale is 2.5 mm, the time scale is 16 ms, and the
characteristic velocity is 0.157 m/s.

2.2 Governing Equations. The mass, momentum, and en-
ergy equations in the three dimensional Cartesian coordinates are
given as:

Momentum equation:

rS ]u

]t
1u•¹uD52¹p1rg2rbT~T2Tsat!g2sk¹H1¹•m¹u

1¹•m¹uT (5)

Energy Equation:

rCpS ]T

]t
1u•¹TD5¹•k¹T for f.0

(6)
T5Tsat for f<0

Continuity equation:

¹•u5
m

r2
•¹r1V̇micro (7)

whereV̇micro is obtained from the microlayer solution as described
in @8#.

The curvature of the interface in Eq.~5! is defined as,

k~f!5¹•S ¹f

u¹fu D (8)

The mass of liquid evaporating at the interface is given by,

m5
kl¹T

hf g
(9)

From Eq.~9!, the vapor velocity at the interface due to evapora-
tion can be written as,

uevp5
m

rv
5

kl¹T

rvhf g
(10)

To prevent instabilities at the interface the density and viscosity
are defined as,

r5rv1~r l2rv!H (11)

and

m5mv1~m l2mv!H (12)

whereH is the Heaviside function defined as,

H51 if f>11.5d

H50 if f<21.5d (13)

H50.51f/~3d!1sin@2pf/~3d!#/~2p! if ufu<1.5d

Since the vapor is assumed to remain at the saturation tempera-
ture, the thermal conductivity is given by,

k5k1H21 (14)

To capture the liquid–vapor interface, the level set equation is
solved as,

]f

]t
1~u1uevp!•¹f50 (15)

After every time step,f is reinitialized by solving the following
equation to steady state (]f/]t becoming zero!:

]f

]t
5S~f0!~12u¹fu!u0 (16)

wheref(x,0)5f0(x) and S is the sign function given as

S~f0!5
f0

Af0
21d2

(17)

2.3 Computational Domain. Figure 3 show a typical three-
dimensional domain defined to model the bubble merger process.
The domain is rectangular in shape. The calculations are carried
out in Cartesian coordinates. The bottom of the domain is defined
as the wall.

2.4 Initial Conditions. A spherical bubble of 0.1l0 radius is
placed in the domain on the wall, with a contact angle of 54 deg.
This minimum initial bubble size is necessary to resolve it effec-
tively at the start of the calculations. The initial coordinates of the
bubble center for a single bubble would be (0,r cosw,0). All ini-
tial velocities are set to zero. The initial thermal boundary layer
thickness is calculated from the correlation for the turbulent natu-
ral convection heat transfer@15#. The initial thickness is given by

dT57.14~n la l /gbTDT!1/3 (18)

2.5 Boundary Conditions. The boundary conditions are as
follows:

At the wall (y50):

u5v5w50; T5Tw ,
df

dy
52cosw (19)

wherew is the contact angle.
At the planes of symmetry (x50,x5 l 0):

Fig. 3 Typical computational domain
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u5vx5wx5Tx5fx50 (20)

At the planes of symmetry (z50,z5 l 0):

uz5vz5w5Tz5fz50 (21)

At the top of the domain (y52l 0):

uy5vy5wy5fy50, T5Tsat (22)

3 Experimental Setup
The experimental setup used is similar to the one used by Son

et al. @8#. It consists of a cubic boiling chamber formed by Pyrex
glass walls on the four sides, an aluminum cover plate on the top,
and a G-10 support plate at the bottom. A 10 cm diameter silicon
wafer, with strain gauge heaters and thermocouples attached to the
bottom surface, is glued to a G-10 base using high temperature
Silicone RTV. The backside of the wafer is heated with strain
gauge heaters that are powered using a dc power supply. The
strain gauge heaters are typically 7 mm312 mm in size. The area
surrounding the cavity is uniformly heated and high heat flux
heaters are placed directly below the cavities to promote nucle-
ation. Micromachined cavities are etched on top of the wafer for
bubble nucleation. The cavities are 10 microns in diameter and 20
micron deep and are effective for bubble nucleation at the speci-
fied location and superheat. The distance between the cavities is
1.25 mm. The wafer assembly sits inside the boiling chamber and
the whole wafer acts as the boiling surface. The pool of water
inside the boiling chamber is maintained at the desired tempera-
ture using two cartridge heaters provided on either sides of the
wafer assembly. The pool heaters are switched off after reaching
saturated conditions for water. Data is obtained when both wall
and pool temperatures became steady. The time period available
for obtaining data is typically less than 1 min after switching off
the heaters before pool temperature starts to drop because of heat
loss.

A high speed, digital camera is used for capturing visual obser-
vations of bubbles. High intensity light is used to illuminate the
nucleating cavities and suitable zoom lenses are used to focus on
them. High speed photographs of the bubbles are taken from one
side only to record merger in the longitudinal direction. They are
taken at a rate of 1250 frames per second for a period of approxi-
mately 1 s. Each frame is 0.8 ms apart. The pool and the surface
temperatures are recorded during the period when photographs are
taken. All thermocouples are calibrated prior to the experiments
using three-point calibration. Picture of an object of known
dimensions is also taken near the nucleating cavities to be used as
reference for calculating bubble dimensions. The object is
typically the sheath thermocouple used for measuring pool
temperature.

The bubble equivalent diameter is the diameter of a sphere
having the same volume as the volume of the actual bubble/s. The
volume of the actual bubble is calculated by assuming it to be an
ellipsoid with major and minor axis. During merger, major uncer-
tainty exists in obtaining bubble shape because of changes taking
place in the two orthogonal directions. As such no equivalent
diameter is calculated during this phase. However, after merger as
the vapor mass becomes axis-symmetric calculations are resumed
for the equivalent diameter.

4 Results and Discussion
Figure 4 shows the computed growth and departure of single

bubble for a wall superheat of 10°C. Contours of the zero level-set
function are plotted in the domain, which depict the shape of the
three-dimensional bubble. The time is indicated on each frame.
The first frame at 0.0 ms shows the initial bubble placed in the
domain. The bubble grows with time due to evaporation, as liquid
is converted to vapor at the interface. As the bubble grows, the
bubble base also expands. The wall region inward of the inner

edge of the microlayer is the dry region. The bubble base diameter
reaches maximum at 25 ms. Thereafter, the bubble base shrinks
and bubble finally detaches at 47 ms.

Calculations are performed for the single bubble case with dif-
ferent mesh sizes to check for convergence. Figure 5~a! shows the
equivalent bubble diameter as a function of time for 60, 72, 80
and 90 grids per 0.99 units of nondimensional length. The diam-
eter of the bubble plotted is its equivalent diameter, assuming a
sphere of equal volume. The bubble diameter increases rapidly
initially and then slows down before growing to about 3.5 mm in
diameter at departure. The base diameter first increases and then
stays almost constant between 20 ms and 30 ms. Thereafter the
base rapidly shrinks and becomes zero at departure. Figure 5~b!
shows the bubble departure diameter and time obtained from Fig.
5~a! for the different grids. It is found that as the grid is refined the
changes in the above quantities become negligible. The difference
in departure diameter and departure time, between 72 and 80 grids
is around 2%. Hence to optimize the computation time and
memory requirements all our subsequent calculations were per-
formed with 72 grids per 0.99 units of length.

Figure 6~a!shows the effect of time step change on the results
for the case with 72 grids. The nondimensional time step used in
the calculations shown in Fig. 5 was 0.001. Calculations are car-
ried out by halving the previous time step to 0.0005. The com-
parison of the results indicates little effect of the change in time
step.

Figure 6~b!shows the comparison with the results obtained by
Son et al.@8# for a wall superheat of 8.5°C and contact angle of 50
deg. The domain used by Son et al. was cylindrical in shape with
a height 3l 0 , whereas the present study uses a rectangular domain
of height 2l 0 . Knowing these differences in calculation domain,
we find present results to be in good agreement with that of Son
et al. @8#.

Figure 7 shows merger of two bubbles. When two or more
bubbles are connected with each other through a common vapor
space, we define that as a merged bubble. The bubbles are as-

Fig. 4 Growth and departure of single bubble for a wall super-
heat of 10°C
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sumed to have merged when the spacing between adjacent inter-
faces falls below the grid spacing. The bubbles merge laterally at
around 6 ms and a vapor bridge is formed between the bubbles.
This can be seen in the second frame at 6.7 ms. A thin layer of
liquid is seen trapped between the bubble bases. The vapor bridge
gradually expands and the trapped layer of liquid becomes nar-
rower at 7.3 ms. Soon the two bubble bases completely merge and
at 8.6 ms the trapped liquid is pushed out. At 12.8 ms, the merged
bubble starts to shrink in thex-direction under surface tension
forces and at the same time expands in thez-direction, as the
surface tension tends to make the bubble spherical. After some-
time, the effect of merger on the bubble shape diminishes and the
merged bubble continues to grow like a single bubble. The bubble
finally departs at 45.5 ms in the same manner as a single bubble
with a departure diameter of around 3.4 mm.

A comparison of results of the numerical simulations of two-
bubble merger with the data from experiments was made. Com-
parison was made for a wall superheat of 5°C since clean experi-

mental data could not be obtained at 10°C superheat. For 5°C wall
superheat the merged bubble from numerical simulation departed
at 63 ms with a departure diameter of 3.2 mm.

In Fig. 8 the bubble growth rates prior to and after merger are
compared. Before merger the figure shows the equivalent diameter
of the individual bubbles, whereas after merger it shows the
equivalent diameter of the merged bubble. The equivalent diam-
eter in the experiments after merger was obtained when the
merged bubble had acquired a shape similar to a single bubble.
The merged bubble goes through several cycles of expansion and
contraction in the plane of the paper and normal to it. These ex-
pansions and contractions are caused by surface tension as it tries
to make the merged vapor mass spherical. Since pictures are taken
in only one plane, the diameter is calculated in the mean time
during each cycle of expansion and contraction. The results agree
well, though the predicted departure diameter and time are slightly
higher, than that observed in the experiments.

Figure 9 shows a comparison of bubble shapes obtained from

Fig. 5 Bubble growth rate and convergence check
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numerical simulations with those observed in experiments. The
two bubbles are almost of the same size in the experiments and
are seen to touch each other around 14 ms. Good agreement is
observed between the numerical results and experiments during
the entire process of bubble merger until departure. The shapes
seen in both cases are very similar though not necessarily at the
exact same time. Both experiments and numerical simulations
show formation of vapor bridges between the bubbles during
merger and formation of vapor tails~16.8 ms in the experiments!
during contraction. However the trapped liquid layer between the
bubble bases is observed to stay longer in the experiments com-
pared to the numerical calculations. This may be due to small
subcooling present in the liquid during experiments.

In Fig. 10 we superimpose the numerically calculated shapes on
the experimentally observed bubble shapes at selected times. For
the numerical results, the bubble outline at the centralx–y plane
has been shown. The time indicated on each frame corresponds to
the experiment. Good agreement between the bubble shapes can
be seen at all times.

Figure 11~a! shows an isometric view of merger of three
bubbles in a line at 10°C wall superheat. The bubbles merge at
around 5 ms and two layers of liquid get trapped between the
bubble bases under the vapor bridges. The bubble bases merge
completely thereafter, which can be seen at 6.3 ms. The merged
bubble contracts rapidly in thex-direction and simultaneously ex-
pands in thez-direction. The oscillations continue for some time.
This is evident from comparison of the bubble shapes at 8.8 ms
and 12.0 ms. In Fig. 11~b!, which shows the merged bubble in the
x–y plane, the bubble is wider at 8.8 ms. However in Fig. 11~c!,
which shows the bubble shape in thez–y plane, the opposite is
true. The merged bubble finally departs around 27.4 ms with de-
parture diameter of about 3.2 mm.

Figure 12 shows merger of three bubbles in a plane, with three
nucleation sites placed at the corners of an equilateral triangle
with sides of length 1.25 mm, for a wall superheat of 10°C. The
three bubbles touch each other around 8 ms, trapping a layer of
liquid between the bubble bases. Since the bubbles are placed in a
plane, they contract more uniformly from all directions compared

Fig. 6 Effect of time step change and comparison with Son et al.
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to the case of merger in a line. The merged bubble looks very
similar to a single bubble at 22.7 ms. The bubble finally departs at
26.1 ms.

Figure 13 shows experimental results of merger of three
bubbles in a plane at 6°C wall superheat. Two of the bubbles
nucleate almost at the same time but the third bubble nucleates 7.2
ms later, thus leading to a phase difference in the growth of three
bubbles in a plane. Hence they are of different sizes as they grow.
The first two bubbles start to merge around 11.2 ms and subse-

quently merge with the third bubble at 12.8 ms. As the merged
bubble contracts, vapor tails form at the ends at 13.6 ms. When
the smaller third bubble gets sucked into the larger vapor mass a
new bubble nucleates at its place at 14.4 ms. This secondary
bubble gets sucked into the nearby bigger bubble at 19.2 ms.
Another secondary bubble nucleates again at its place at 20.8 ms.
This new bubble keeps growing as the bigger merged bubble de-
parts at 27.2 ms.

Figure 14 shows numerical simulation of three-bubble merger
in plane for the experimental conditions of Fig. 13. Here we have
initially two bubbles nucleating at the same time with a third
bubble nucleating at 7.2 ms. The first two bubbles start to merge
around 10 ms and contract in the plane of the paper after merger.
As the vapor mass contracts, it also expands in the perpendicular
direction and merges with the smaller third bubble at 12.0 ms. The
smaller bubble gets completely sucked into the bigger bubble at
14.9 ms. This is equivalent to the situation in the experiments at
14.4 ms. However in the experiments, a new bubble nucleates at
its place, which we did not simulate in our numerical calculations.
This is because in our simulation, we start with a bubble of finite
size (0.1l0 radius! that could not be accommodated in that loca-
tion. Thereafter, the merged bubble in our calculations continues
to grow in a manner similar to a single bubble and departs at 59
ms. In the experiments however, secondary bubbles keep nucleat-
ing at the exposed cavity as mentioned earlier. The secondary
bubble merges with the large vapor mass, thereby increasing the
total vapor volume. The next secondary bubble does not merge
but keeps growing very close to the merged bubble. This effect of
additional nucleating bubbles nearby may have caused the merged
bubble in the experiment to depart much earlier compared to
our simulation. However, for times prior to the appearance of
these additional nucleating bubbles we find calculated bubble
shapes to be in reasonable agreement with those observed in the
experiments.

Figure 15 compares the bubble equivalent diameter for the
above case, found in the numerical simulations and in the experi-
ments. Here individual bubble diameters are plotted before merger
and the equivalent bubble diameter corresponding to the total va-
por mass in the domain is plotted after merger. At 7.2 ms the third

Fig. 7 Merger and departure of two bubbles for a wall super-
heat of 10°C

Fig. 8 Comparison of growth rate for two-bubble merger at 5°C wall superheat with
experimental data
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bubble nucleates both in the experiments and in the simulation.
Before merger, the growth rates of individual bubbles are found to
be slightly higher in the experiments. Hence the merged bubble
diameter just after merger is also comparatively higher in the ex-
periment. There is also a jump in the merged bubble diameter in

the experiment between 20 and 22 ms due to absorption of a
secondary bubble. The merged bubble departs with a diameter of
3.2 mm at 27 ms in the experiment, whereas in the numerical
simulation the bubble departs at 59 ms with a diameter of 3.3 mm.

In Fig. 16~a!, the equivalent bubble diameter as a function of
time is compared for the cases of single bubble, two bubbles,
three bubbles in line and three bubbles in plane at 10°C superheat.
In the merger cases, all cavities are assumed to nucleate at the
same time. For bubble merger cases the initial total volume of
vapor in the domain is larger than that for a single bubble case.
Hence at 0 ms, the initial equivalent diameter is higher. Start of
merger process has been indicated for the merger cases. The
bubble diameters at departure and growth period for three bubble
merger cases are smaller than those for single bubble or two
bubble merger cases. However, the major effect is on the growth
period. Figure 16~b!shows the equivalent bubble base diameters
as a function of time. For all the merger cases, we note oscilla-
tions in the base diameter after merger. The bubbles depart when
the base diameters approach zero.

Fig. 9 Numerical results and experimental observations of two-bubble merger
at 5°C wall superheat

Fig. 10 Comparison of bubble shapes during two-bubble
merger at 5°C wall superheat
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The growth time of the two-bubble merger case is only about 2
ms earlier than that for the single bubble. However for the three-
bubble cases both in plane and in line, the merged bubble departs
much earlier~around 26 ms!, leading to higher vapor removal
rate. The time averaged vapor removal rate for single bubble is
around 0.5 mm3/ms whereas for the three-bubble merger in plane
it increases to 0.8 mm3/ms.

Fig. 11 Merger of three bubbles in a line for a wall superheat
of 10°C

Fig. 12 Merger of three bubbles in a triangle for a wall super-
heat of 10°C

Fig. 13 Three-bubble merger in plane at 6°C superheat
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In the cases of single bubble and two-bubble merger, the base
diameter shrinks continuously from 28 ms leading to departure
around 46 ms. However, for the cases of three-bubble merger, the
bases start to shrink much earlier which leads to early departure.
Bubble departure is a complicated nonlinear process dependent on

several variables such as bubble growth rate, contact angle, orien-
tation, relative bubble sizes, bubble spacing, etc. The flow field
around the bubbles caused by merger can also play a very impor-
tant role. Ultimately it is the net force on the bubbles that deter-
mines the lift off. It is proposed that the flow field leads to addi-

Fig. 14 Numerical simulation of three-bubble merger in plane at 6°C wall superheat

Fig. 15 Comparison of growth rate for three-bubble merger in plane at 6°C wall
superheat with experimental data
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tional lift force that causes the bubble diameter at departure to be
slightly smaller for three in-line and in-plane merger cases.

It should also be noted that for the three-bubble merger in a
plane, the growth rate at about 12 ms is higher than that for the
three in-line bubble merger. This is due to the difference in the
heat transfer rate associated with the trapped liquid layers between
the bubble bases that will be explained later.

The total wall heat transfer for all the cases are compared in
Fig. 17. The Nusselt number~Nu! is calculated based on the area-
averaged heat transfer coefficient~h! at the wall given by,

h̄5
1

A E
0

A

hdA (23)

where A is the wall area andh is obtained from

h5

2kl

]T

]yU
y50

Tw2Tsat
(24)

The wall Nusselt number is defined as,

Nu5
h̄l 0

kl
(25)

At t/t050, we see that the wall heat transfer is higher as the
number of bubbles in the domain increases, since the contribution
of microlayer evaporation at the bubble bases is more. The time-
averaged value of Nusselt number computed for the four cases
from Fig. 17 are 5.7, 6.6, 7.7, and 8.6, respectively. The corre-

Fig. 16 Comparison of bubble growth at 10°C wall superheat
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sponding dimensional values of wall heat transfer coefficient are
1553, 1798, 2097, and 2343 W/m2 K. Thus the case of three
bubbles merging in plane yields the highest time averaged wall
heat transfer rate.

Figure 18 shows the temperature field around the single bubble
at 12.8 ms (t/t050.8) in three different planes. Isotherms are

plotted at ten discreet intervals between nondimensional tempera-
tures 0 and 1 corresponding to liquid pool and wall, respectively.
They5d/2 plane corresponds to the liquid layer next to the wall.
The concentration of isotherms near the bubble base indicates
high heat transfer into the vapor liquid interface.

For the two-bubble case, the bubbles start to merge at 6 ms,

Fig. 17 Comparison of wall heat transfer at 10°C wall superheat

Fig. 18 Temperature field around single bubble at 12.8 ms
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trapping liquid between the bubble bases. Figure 19 shows the
temperature field in three different planes during two-bubble
merger. A thin layer of superheated liquid can be seen trapped
between the two bubble bases just after the bubbles merged at 6.7
ms (t/t050.42). The enlarged view ofy5d/2 plane shows tem-
perature of liquid between the bubble bases. This view is zoomed
over a small area and hence it shows variation of temperature over
few grid points only. Hence the contour profiles do not appear
smooth everywhere in this frame. Wall heat transfer in the region
between the bubble bases is high due to presence of liquid at
lower temperature near the wall as seen in the figure.

As the trapped liquid is pushed out around 7.5 ms (t/t0
50.47), the overall wall heat transfer decreases and the bubble
continues to grow thereafter just like a single bubble. However
due the effect of merger, the wall heat transfer stays higher com-
pared to the single bubble case~Fig. 17!.

Figure 20 shows the temperature field around the merged
bubble at 12.8 ms (t/t050.8). As the merged bubble contracts in
thex-direction, the fluid flows towards the wall causing crowding
of isotherms and higher wall heat transfer. However, in the
z-direction heat transfer did not change since the bubble expanded
and pushed the liquid away from the wall. In thez5d/2 plane we
can see thinning of thermal boundary layer at the two sides of the
bubble base leading to higher wall heat transfer. The temperature
field at y5d/2 plane also shows clearly, the regions of lower
liquid temperatures and hence higher wall heat flux, on the two
sides of the bubble base.

Comparing the isotherms aty5d/2 plane in Fig. 18 and Fig. 20
at 12.8 ms for the single bubble and the merged bubble, we can
see additional areas of higher wall heat transfer around the bubble
base caused by bubble merger.

In the case of three-bubble merger in a line, liquid gets trapped
between the bases during the period from 5 to 6 ms (t/t050.31 to
0.37!. Figure 17 shows a jump in wall heat transfer during this

time period. Figure 21 shows the corresponding temperature field
around the merged bubbles at 5.4 ms. High wall heat flux region
indicated by lower liquid temperature can be observed between
the three bubble bases at they5d/2 plane.

The heat transfer increases again at 10 ms as the merged bubble
contracts under the influence of surface tension drawing saturated
liquid towards the wall. Highest wall heat transfer occurs at 14 ms
(t/t050.88) and this magnitude is much higher in comparison to
the two-bubble merger case~Fig. 17!.

Figure 22 shows the temperature field for three in-line bubbles
at 12.0 ms. As the three bubbles merge and contract, they influ-
enced much bigger area on the wall compared to the two bubble
merger case, which can be seen by comparing the isotherms in the
y5d/2 plane in Figs. 20 and 22. Thus we see that in both cases,
the bubble merger leads to thinning of thermal boundary layer
near the bubble base, causing higher wall heat transfer.

For the growth of three bubbles in a plane, the bubbles start
merging at 8 ms (t/t050.5) and the trapped liquid layer stays on
the wall until 13 ms (t/t050.81). Thus we see that the duration of
the trapped liquid layer is much higher compared to merger of
three bubbles in line. High heat transfer rate from the wall when
the trapped liquid layer exists was seen in Fig. 17. Figure 23
shows the temperature field around the merged bubble at 8.6 ms.
A cross section at planesx5d/2 andz50.992d/2 plane shows
the trapped liquid between the three bubbles. Vapor bridges can be
observed connecting the three bubbles with each other. The areas
of low liquid temperature and hence increased heat transfer at the
wall can be seen, at they5d/2 plane.

As the vapor bridges expand, the trapped liquid is pushed out,
and the wall heat transfer decreases. However between 16 ms
(t/t051.0) and 24 ms (t/t051.5), the wall heat transfer again
increases, as the merged bubble base contracts, causing liquid to
rush in from all sides. Interestingly, this increase in heat transfer is
not as pronounced compared to the case of merger of three

Fig. 19 Temperature field in two-bubble merger case at 6.7 ms
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Fig. 20 Temperature field in two-bubble merger case at 12.8 ms

Fig. 21 Temperature field around merged three in-line bubbles at 5.4 ms
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bubbles in line~Fig. 17!. For three bubbles merging in line, the
increase in heat transfer from 10 ms (t/t050.66) to 14 ms (t/t0
50.88) during contraction after merger is comparatively much
higher.

Thus we see that in case of merger of three bubbles in line, the
effect of the cooler liquid rushing towards the wall near the bubble
base is the most significant reason for increase in wall heat trans-
fer. In the case of merger of three bubbles in plane, the primary
cause of this increase is the formation of trapped liquid layer that
causes a high local temperature gradient at the wall. In the latter
case, the trapped liquid layer is pushed against the wall and thins
as the vapor bridges expand causing evaporation to take place
from the upper interface of the film. This in turn leads to higher
temperature gradient at the wall. The liquid layer present between
the bubbles prior to merger is thicker and leads to lower heat
transfer rate.

Figure 24 shows the area of influence around the bubbles for
the two different orientations. The area of influence is defined by
simply drawing tangents to the maximum diameter of two adja-
cent bubbles. When bubbles merge, the vapor bridges expand and
try to align along the tangents. This can be seen from our numeri-
cal calculations e.g., at 7.3 ms in Fig. 7, at 6.3 ms in Fig. 11 and
at 9.1 ms in Fig. 12. Hence the amount of liquid present between
the bubbles that is enclosed by the tangents is influenced by the
merger process. The shaded area in the figure is the area over
which the trapped liquid can exist. When the bubbles contract
under the influence of surface tension forces, the trapped liquid
has to be pushed out from the sides. In case~a! the liquid trapped
at the center has no direct escape route. Thus the trapped liquid
exists on the wall for much longer time in the plane orientation
compared to the in-line orientation.

In case~a!, the distance between the center of the area of influ-
ence to the farthest point is 1.08D, whereas in case~b! the same
distance is 1.5D. Thus when the bubbles contract just after merger,

the length over which this contraction takes place is larger in the
case of three bubbles merging in line, compared to three bubbles
merging in triangle. As such the increase in wall heat transfer due
to drawing of cooler liquid towards the wall is higher in the case
of bubbles merging in line.

However, the total time averaged heat transfer is found to be
higher for bubbles merging in plane, as mentioned earlier.

5 Conclusions

1. The process of horizontal bubble merger during bubble
growth on a wall is numerically simulated for different
bubble orientations.

2. The bubble merger process shows formation of vapor
bridges with liquid trapped underneath the bridges and vapor
tails during merger.

3. For in-line bubble merger, the merged bubble is found to
oscillate in size prior to departure.

4. Merger of three bubbles is found to cause higher vapor re-
moval rate compared to a single bubble.

5. The highest wall heat transfer is obtained for bubbles merg-
ing in a plane.

6. Bubble merger process increased the overall wall heat trans-
fer by trapping a liquid layer between bubble bases and by
drawing cooler liquid towards the wall during contraction.

7. Good agreement is observed when comparisons of bubble
shapes and bubble growth rate are made between numerical
calculations and experimental data.
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Fig. 22 Temperature field around merged three in-line bubbles at 12.0 ms
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Nomenclature

A 5 wall area
Cp 5 specific heat at constant pressure
D 5 bubble diameter
d 5 grid spacing

exp 5 experimental
g 5 gravity vector
H 5 Heaviside function
h 5 heat transfer coefficient

hf g 5 latent heat of evaporation
k 5 thermal conductivity

l 0 5 characteristic length scale
m 5 mass transfer rate at interface

ms 5 milliseconds

Nu 5 Nusselt number
num 5 numerical

p 5 pressure
r 5 radius
T 5 temperature

DT 5 temperature difference,Tw2Tsat
t 5 time

t0 5 characteristic time scale
u0 5 characteristic velocity scale
u 5 x direction velocity
v 5 y direction velocity

V̇micro 5 rate of vapor volume production from the microlayer
w 5 z direction velocity
a 5 thermal diffusivity

Fig. 23 Temperature field during merger of three bubbles in triangle at 8.6 ms
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bT 5 coefficient of thermal expansion
dT 5 thermal layer thickness
k 5 interfacial curvature
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density
s 5 surface tension
f 5 level set function
w 5 contact angle

Subscripts

evp 5 evaporation
l 5 liquid

v 5 vapor
x 5 ]/]x
y 5 ]/]y
z 5 ]/]z

sat 5 saturation
w 5 wall

Superscript

* 5 nondimensional quantity
2 5 area averaged
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Using data from large CFB boilers, and taking average solids
concentration, size and height of the boiler-furnace as variables, a
correlation for fractional wall coverage has been developed. This
correlation for wall coverage and several other refinements have
been used to modify the cluster renewal model of heat transfer.
Predicted heat transfer coefficients from this model, for a wide
range of CFB boilers, show good agreements with those measured
in these boilers. @DOI: 10.1115/1.1833360#

Introduction
Even though the cluster renewal model@1# is generally ac-

cepted as a good means for calculating heat transfer coefficients
on water walls of a Circulating Fluidized Bed~CFB! boiler, cer-
tain parameters of this model such as thickness of the gas-gap
between the wall and the particle suspension, wall coverage, ther-
mal boundary layer, cluster concentration, cluster velocity, and
dispersed phase convection lack reliable expressions. Reliable
data and good correlations are available for most of these param-
eters, but no data for wall coverage in commercial boilers is avail-
able. According to the cluster renewal, on the other hand,
the fractional wall coverage directly influences the heat transfer
coefficient.

In this paper an effort is made to develop a correlation for the
wall coverage using data from four commercial CFB boilers. Di-
rect information on wall coverage in commercial boilers is lack-
ing. Also the cluster renewal model was improved further using
the derived correlation for wall coverage and other modified
information.

Refinement of Existing Cluster Renewal Model
The process of heat transfer in a CFB boiler involves three

mechanisms: gas convection, particle convection, and radiation,
each of which makes some contribution to the total heat transfer.
Contributions of these individual mechanisms are not strictly ad-
ditive, but for most practical applications they can be treated sepa-
rately and added. So the overall heat transfer coefficient,htot may
be expressed as a function off, which is the time average value of
the fraction of the wall covered by clusters,

htot5 f ~hcon1hrad!cluster1~12 f !~hcon1hrad!dilute (1)

Cluster Heat Transfer. The cluster convective and radiative
heat transfer coefficients are estimated using Eqs.~2! and~3!. The
heat transfer from the cluster is:
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The above equations are refined by incorporating new information
on gas gap@2#, cluster concentration@2#, thermal boundary layer
@3#, and cluster velocity@4#. These refined values as found by a
number of researchers@2,3,4#are listed in Eqs.~4!–~8!.

The nondimensional gas layer thicknessd is the distance be-
tween the wall and the cluster. It is calculated by the expression
given by Lints and Glicksman@2#:

d50.0282~12«avg!
20.59 (4)

where«avg is cross section average voidage.
The specific heat of cluster, represented by alumpedproperty

~heat capacity!, is estimated as below@5#:

~rc!c5~12«c!rpcp1«crgcg (5)

where cluster voidage«c can be estimated by the equation given
by Lints and Glicksman@2# as below:

«c5121.23~12«avg!
0.54 (6)

The residence time for each cluster (tc) at the wall surface would
be given by:

tc5
Lc

Ucl
(7)

Where cluster velocity,Ucl can be estimated by the following
correlation proposed by Noymer and Glicksmann@4#:

Ucl50.75Arp

rg
gdp (8)

The temperature of solids near the wall is estimated by the fol-
lowing equation given by Borodulya and Teplitsky@3#:

Ts5Tw11.29S rs

rp
D 0.13

~Tb2Tw! (9)

Dilute Phase Heat Transfer. For the dilute phase convection
we used the heat transfer coefficient for longitudinal sweeping of
a vertical wall proposed by Basu et al.@6# instead of using the
modified equation of Wen and Miller@7# proposed earlier by Basu
and Fraser@8# and the Dittus Boelter@9# equation proposed by
Golriz and Grace@10#.
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(hcon!dilute50.023CClCt

kg

Deq
Re0.8Pr0.4 (10)

whereCt is the correction factor for the temperature difference
between the wall and the medium. It can be calculated as@6#:

Ct5S Tb

Tw
D 0.5

(11)

The correction factor of tube length,Cl51 when L/Deq.50.
When the entrance effect is predominant, the entrance effect is
taken into account by the following equation@11#:

Cl511FS Deq

L D (12)

Some selected values ofF are noted in Table I.
In this case, the correction factor,C for the presence of particles

in the dilute phase is taken as@12#:

C51.1 (13)

The radiation between the suspension~dilute phase!and a bare
wall is estimated from the expression for parallel surfaces, i.e.

~hrad!dilute5
$s~Tb

42Tw
4 !%

S 1

eb
1

1

ew
21D ~Tb2Tw!21 (14)

Development of a Correlation for Wall Coverage
Glicksman@13# proposed a correlation based on experimental

data from his 20 cm diam experimental unit. Experimental data on
the wall coverage, as plotted by him, shows a strong influence of
the column diameter; and yet the correlation omits the dependence
of the wall coverage on the column diameter. Therefore, this cor-
relation is unsuitable for use in a large unit.

Golriz and Grace@10# proposed a correlation, as given below,
to account for the size effect of the boiler:

f 512expH 225,000F12
2

e0.5Deq1e20.5Deq
G ~12«avg!J

(15)

While applying Eq.~15! to a commercial unit of an equivalent
diameter of 3 m and higher with a solid concentration of 0.0004
~suspension density of 2 kg/m3! and higher, the wall coverage
approaches 1.0. For all the commercial boilers listed in the Ap-
pendix, Eq.~15! predicts full wall coverage by cluster. This would
suggest a minimal effect of the radiation on the total heat transfer
to the walls of these commercial boilers.

A number of researchers~Divilio and Boyd @14#, Baskakov
et al. @15#, Dutta and Basu@16#! reported that for a commercial
boiler radiation~at least in the upper two thirds of the combustor!
is the dominant factor in heat transfer. It is also the case for
~suspension densities below 5 kg/m3!. Thus Eq.~15! fails to rea-
sonably predict heat transfer coefficients for large CFB boilers.
The above equation, however, can predict the wall coverage for
small laboratory units like the one reported by Glicksman@13#.

Furthermore, for a CFB riser, the cross-section average solid
concentration has a dominant influence on the wall coverage. As
the average solid concentration~suspension density! varies expo-
nentially with the height of the furnace, the wall coverage must,
therefore, vary along the height. Considering the above, a corre-
lation for estimating fractional wall coverage is proposed using
the size and the height of the riser in a nondimensional form
(D/H):

f 512expS 2a$12«avg%
bH Deq

H J cD (16)

In commercial boilers the wall coverage,f, is never measured.
Thus direct experimental values of this important parameter are
unavailable in published literature. However, there is a well-
defined relationship between the wall coverage,f, and the heat
transfer coefficient on the wall. So, the data for fractional wall
coverage,f, were derived from measured values of heat transfer
coefficients on four specific commercial units of equivalent size of
1.6 m (12 MWth) @17#, 5.2 m (20 MWe) @12#, 6.2 m (145 MWth)
@18#, and 10.6 m (170 MWe) @12# having heights~above the sec-
ondary air supply!of 11.5 m, 25 m, 26 m, and 30 m. The values
of f, thus derived, were used to find values of the coefficient ofa,
b, andc of Eq. ~16!. The coefficients, estimated using multiple
regression analysis, were

a54300, b51.39, c50.22. (17)

These values now make it possible to use Eq.~16! to compute the
fractional wall coverage for any large CFB boiler which in turn
allows determination of heat transfer coefficients for any range of
CFB boilers using the cluster renewal model@Eqs.~1!–~14!#.

Results and Discussion
Equations~1!–~14! were used to calculate the values of frac-

tional wall coverages at different operating conditions for the four
commercial CFB boilers in the Appendix. The values computed,
are compared with the predicted ones from Eq.~16!. Both values

Fig. 1 Comparison of estimated †Eqs. „1…–„14…‡ versus
predicted †Eq. „16…‡ wall coverage for a number of commercial
boilers

Table 1 Selected valves of F

Flow condition F

Fully developed velocity profile 1.4
Abrupt contraction entrance 6
90° right-angle bend 7
180° round bend 6
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are plotted in Fig. 1. The deviation from a perfect match is within
610%. The values computed from equation~15! for all the four
boilers are found to be 1.0, and hence could not be plotted here for
the comparison.

Modification of Cluster Renewal Model. Now the cluster
renewal model is modified using the new wall coverage Eqs.~16!
and ~17!.

The modified cluster renewal model is now used to predict heat
transfer coefficients for commercial CFB boilers other than those
used to compute coefficients for wall coverage. Figure 2 plots the
predicted heat transfer coefficients with experimental data~see
Appendix!for the water walls as reported by different researchers
for eight commercial boilers.

It may be noted that these data are for a wide range of operating
conditions and they include data which were not used for the
development of Eq.~16!. It is clearly depicted in the graph that the
new correlation predicts the heat transfer coefficient within
610%.

For comparison it also plots the predicted heat transfer coeffi-
cient using the cluster renewal model with the old correlation of
Golriz and Grace@10# for wall coverage@Eq. ~15!#. It is seen from
the graph that the old correlation@Eq. ~15!# always overpredicts
the heat transfer coefficient as it estimates full wall coverage by
the cluster to the wall even at a lean phase for all the commercial
boilers reported here. However, as expected, the old correlation
can be used for higher solids concentration~suspension density of
10 kg/m3 and higher! @19–21#.

Conclusion
A correlation for fractional wall coverage of the water wall of

commercial CFB boilers is developed. The cluster renewal model
of Subbarao and Basu@1# is improved using this correlation and
by using other improved expressions of thermal boundary, nondi-
mensional gas gap, cluster velocity, etc. The following conclu-
sions are drawn from this work:

1. The fractional wall coverage depends on the solids concen-
tration, averaged over the height of the heat transfer surface
and nondimensional diameter~hydraulic diameter/height of
the furnace from secondary air supply!. A correlation devel-
oped for this, shows a good agreement with the estimated
values for a number of large boilers.

2. The modified cluster renewal model predicts within610%
error the heat transfer coefficients for the water walls of
different sizes of commercial boilers for a wide range of
operating conditions.

Nomenclature

(hcon!cluster 5 cluster convective heat transfer coefficient,
W/m2 K

(hcon!dilute 5 dilute convective heat transfer coefficient,
W/m2 K

(hrad!cluster 5 cluster radiative heat transfer coefficient,
W/m2 K

(hrad!dilute 5 dilute radiative heat transfer coefficient,
W/m2 K

C 5 correction factor
Cc 5 specific heat of cluster in the dilute section,

J/kg K
Cg 5 specific heat of gas, J/kg K
Cl 5 correction factor for length,
Cp 5 specific heat of particle, J/kg K
Ct 5 correction factor for temperature

Deq 5 hydraulic diameter, m
dp 5 diameter of particle, m
eb 5 dilute phase emissivity
ec 5 cluster emissivity
ew 5 wall emissivity

f 5 fraction of wall covered by cluster
H 5 height from the secondary air supply to the top

of the combustor in a commercial boiler, m
htot 5 total heat transfer coefficient, W/m2 K
kc 5 thermal conductivity of cluster in the dilute

section, W/m K
kg 5 thermal conductivity of gas, gas film, W/m K
L 5 length of heating susface

Lc 5 characteristic length, m
Pr 5 Prandtl number
Re 5 Reynold number
Tb 5 bed temperature, K
tc 5 residence time of cluster with wall, s
Ts 5 first row of solids temperature~near the heat

transfer surface!, K
Tw 5 average wall temperature, K
Ucl 5 downwards velocity of cluster, m/s

Greek Symbols

d 5 nondimensional gas layer thickness between wall
and cluster

«avg 5 average voidage in the dilute section
«c 5 average voidage in the cluster
rc 5 cluster density in the dilute section, kg/m3

rg 5 density of gas, kg/m3

rp 5 density of particle, kg/m3

rs 5 average suspension density, kg/m3

Fig. 2 Predicted heat transfer coefficient with measured heat
transfer coefficient
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Numerical studies of unsteady heat transfer in grooved channel
flows are made. The flows are of special relevance to electronic
systems. Predictions suggest a commonly used periodic flow as-
sumption (for modeling rows of similar electronic components)
may not be valid over a significant system extent. It is found
that the downstream flow development is strongly dependent on
geometry.
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1 Introduction
With increasing power densities, the reliable computation of

heat transfer in electronic systems is becoming ever more impor-
tant @1–3#. The grooved channel flow~see Fig. 1!, which simu-
lates rows of integrated circuits~ICs! on a circuit board, is espe-
cially relevant to electronics cooling. At Reynolds numbers
relevant to electronics, grooved channel flows can become un-
steady. This can strongly affect heat transfer@1,2,4#. Here, the
Reynolds number is defined as Re5Uch/n whereUc is the center-
line velocity andh the channel half height.

Ghaddar et al.@5# studied idealized two dimensional~2D! iso-
thermal cyclic flow in channels with IC-like protrusions. For Rey-
nolds numbers larger than a critical value (Rec), cyclic flow os-
cillations which increase fluid transport are observed. Ghaddar
et al. @6# use two dimensional nonisothermal predictions to illus-
trate the potential for naturally enhancing heat transfer using the
unsteadiness observed by Ghaddar et al.@5#. Amon and Mikic@7#,
Amon @8#, and Nigen and Amon@9–11# extend the above work,
comparing heat transfer enhancement for flows where oscillations
are induced passively and naturally when Re.Rec . Wang and
Vanka @12#, Greiner et al.@13#, and Nishimura and Kawamura
@14# studied oscillatory flow in wavy-walled channels. They ob-
served similar heat transfer enhancement.

Importantly, due to computational resource constraints, all of
the above work assumes periodic flow. The question remains un-
answered as to how realistic this assumption is in a practical elec-
tronics design context~i.e., over what percentage of a circuit
board is the periodic flow assumption valid!. Exploring this is the
objective of the present work.

2 Governing Equations and Numerical Method
The unsteady Navier–Stokes and continuity equations can be

written in the following nondimensional incompressible flow
form:

]ui

]xi
50, (1)

]ui

]t
1

]

]xj
~uiuj !52

]p

]xi
1n

]2ui

]xj
2

, (2)

]T

]t
1

]Tui

]xi
52

k

rCp

]2T

]xi
2

. (3)

In the above,ui is the instantaneous velocity in thexi direction,t
is time, p is the pressure, andT temperature. Herer is the fluid
density,k thermal conductivity, andCp the specific heat capacity.

2.1 Boundary Conditions. Parabolic inlet velocity profiles
are used. At outflow boundaries, to suppress wave reflections, a
convective boundary condition@15,16# is applied. At solid walls,
the no-slip and impermeability conditions are used. The tempera-
ture of the incoming flow is constant atTi . For relevance to heat
transfer from ICs, the temperature of the block isTb.Ti . The
temperature of the other walls is constant atTi .

2.2 Numerical Scheme. The governing equations are
solved using a standard well-verified finite volume method~see
Refs. @3,17#!. Time integrations use a second-order Crank–
Nicolson scheme for both the convective and viscous terms. For
the spatial discretization, second-order central differences are

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 14,
2004; revision received September 16, 2004. Associate Editor: C. H. Oh.

Fig. 1 Problem definition and computational domain. The tem-
perature of the blocks is Tb and the temperature of the other
walls is Ti .

Fig. 2 Time-mean streamline contours. „a… b ÕhÄ2, „b… b ÕhÄ4
and „c… b ÕhÄ6.
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used. Temporal resolution effects are investigated by successively
halving time steps until no substantial differences are observed. To
resolve high shear, a hyperbolic tangent grid stretching is used.
Most simulations are run on a 1430365 nonuniform grid. A grid
independence study is made using a 2070365 grid. Time steps of
Dt50.02 are used. Typically, simulations contain 10 blocks. A
comparison has been made with the experimental data of Tropea
and Gackstatter@18# for flow in a single groove channel. The
present results are in good agreement with these measurements.

3 Results and Discussion
The block height isa/h51 and the spacing between neighbor-

ing blocks (b1g)/h510, whereb is the block width andg the
groove width. The first block is located atx510h ~i.e., the up-
stream side of the block is located atx510h and the downstream
at x510h1b).

Preliminary simulations are used to determine Rec . For this
test, justb/h52 and g/h58 are considered, giving Rec.155.
Therefore, to ensure unsteady flow for all geometries (b/h52, 4
and 6!Re5500 is used.

3.1 Mean Flow Distributions. For b/h52, the recirculat-
ing flow region downstream the block is small compared tog. For
b/h56, g is too short for the recirculating flow to reattach on the
lower channel surface between the blocks. Forb/h54, the recir-
culating region size is comparable tog. Time-mean streamline and
temperature contours are shown in Figs. 2 and 3, respectively, for
the threeb/h values. As can be seen from Figs. 2 and 3, with
increasingx the flow tends to a ‘‘periodic state.’’ In this region,
a single block could be considered with periodic streamwise
boundaries.

For b/h52 „see Figs. 2~a!and 3~a!…, the flow development
along the groove surface after the reattachment is quite indepen-
dent of the recirculating flow upstream and the flow reaches a
‘‘periodic state’’ relatively quickly. After the first block, the flows
become unsteady. This increases withx and eventually, the un-
steady fluctuations become the same order of magnitude asUm .

3.2 Cf and Nu Distributions. Figures 4 and 5 show the
downstream development ofCf and Nu over block surfaces for
b/h52, 4, and 6. The definitions ofCf and Nu are:

Cf5
dU

dy
Re, (4)

Nu5
h

DT

dT

dy
, (5)

whereDT is the temperature difference,Tb2Ti . A new coordi-
nates is introduced such thats50 indicates the upstream corner
of each block. Note, for a fully developed plane channel flow
Cf52. The strongCf singularities ats50 are caused by the sharp
groove edges. For allb/h values theCf profiles change substan-
tially with x for x,30 ~the third block!. The negativeCf peak has
a fully developed value around the fifth groove. Fluctuating ki-
netic energy~k! againstx is also examined~not shown here!. The

Fig. 3 Time-mean temperature contours. „a… b ÕhÄ2, „b… b Õh
Ä4 and „c… b ÕhÄ6.

Fig. 4 Cf distributions around the blocks. „a… b ÕhÄ2, „b… b Õh
Ä4, and „c… b ÕhÄ6.
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measuring points are 3h downstream of each block and aty/h
51. Consistent with the negative peakCf evidence, after the fifth
block, k reaches a quasifully developed value. After thisx.50
region, flow periodicity could be assumed. Figure 5 shows that the
heat transfer is much lower for the first few blocks, prior to reach-
ing ‘‘quasiperiodicity.’’

Figure 6 shows the interblockCf and Nu distributions forb/h
56. For thisb/h, the recirculating flow impinges on the vertical
upstream surfaces of the blocks (Cf U

). The flow development
toward the ‘‘quasiperiodic’’ state is much slower between the
block compared with over the block surface~shown in Figs. 4 and
5!. A comparison ofCf and Nu suggests that the thermal boundary
layer development is much slower than that of the flow field. The
cases withb/h52 and 4 show similar trends although the ap-
proach to the ‘‘quasiperiodic’’ state is slightly faster.

Figure 7 highlights the downstream development of the flow
using averaged surface properties. The averageCf and Nu over

block surfaces and between them is given. The subscriptU repre-
sents upstream block face values,A a block surface average andI
interblock values. StudyingCf U

shows that asb increases, the
flow takes longer to develop. Forb/h52, Cf U

does not change
much along the downstream direction whileb/h54 and 6 accom-
pany significant changes. For example, forb/h56, Cf U

attains a
‘‘periodic value’’ after block four. Forb/h54, the recirculating
flow region downstream of the first block is as large asg, resulting
in negative shear„see also Figs. 2~b!and 4~b!…. Importantly, it
takes longer distance for the actual velocity fluctuations to be-
come periodic. Figures 7~b! and 7~c!indirectly give thermal field
data. It is clear„cf. Figs. 7~a!–7~c!… that the periodic flow assump-
tion can be more problematic for the thermal field. Figures 7~b!
and 7~c!show that the thermal field develops more slowly with
increasingb/h. For example, withb/h56, NuA changes even
after the sixth block.

4 Concluding Remarks
Numerical studies of unsteady laminar flow heat transfer in

grooved channel flows of especial relevance to electronic systems
are made. The validity of a commonly used periodic flow assump-
tion is explored. Predictions for Re5500 show the flow typically
can become periodic by around the fifth groove. Hence, when
modeling IC rows on circuit boards the popular periodic flow
assumption might not be valid for a significant area.

Fig. 5 Nu distributions around the blocks. „a… b ÕhÄ2, „b… b Õh
Ä4, and „c… b ÕhÄ6.

Fig. 6 Distributions between blocks for b ÕhÄ6: „a… Cf and „b…
Nu
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Volume Scattering of Radiation in
Packed Beds of Large, Opaque Spheres
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A simple model is proposed for radiative properties of close-
packed large, opaque spheres that accounts for nonvanishing vol-
ume of the particles, i.e., volume scattering as opposed to point
scattering. It is based on the mean-beam-length concept applied
to an assembly of particles, as illustrated by Mills. The resulting
particle-scattering properties differ from those of classical
pseudocontinuum theory based on point scattering by the simple
factor of void fraction, and reduce to the point-scattering expres-
sions in the limit of small particle volume fraction. The volume-
scattering model matches detailed Monte Carlo results for extinc-
tion obtained by Kaviany and Singh and by Coquard and Baillis,
which explicitly accounted for particle volume. The present model
also confirms the Monte Carlo finding that the effects of nonvan-
ishing particle volume are felt primarily in the extinction coeffi-
cient; albedo and phase function are relatively unaffected. These
findings pertain only to the geometric optics regime where depen-
dent scattering (wave coherence effects) are negligible.
@DOI: 10.1115/1.1795247#

Introduction
The classical pseudocontiuum theory for radiative transfer in

particulate media that scatter and absorb radiative energy is based
on the assumption that the particles act like point scatterers with
negligible volume@1#. This theory works well for media in which
the particle volume fraction is small (f v,0.1) such that the as-
sumptions of negligible shadowing and negligible multiple scat-
tering within an optically thin, differential volume element are
satisfied. Packed beds, however, which typically have particle vol-
ume fractions of about 0.6, do not satisfy these conditions. Nev-
ertheless, it was suggested in 1982 by Brewster and Tien@2# that
the assumption of point scattering might be just an artifice in
deriving the theory, and that the radiative transfer equation with
point-scattering properties was applicable in packed and fluidized
beds with f v as high as 0.7 as long as an independent scattering
interparticle clearance-to-wavelength criterion~at that time taken
to bec/l.0.3) was satisfied, which is usually the case.

In the 1990s it was suggested by Singh and Kaviany that the
idea of Brewster and Tien of extending point-scattering properties
to f v values as high as 0.7 was flawed, the experimental support
for it having been based on special conditions such as nonopaque
particles@3,4#. Using a Monte Carlo analysis, Singh and Kaviany
showed that the nonvanishing particle volume in packed beds had
an effect on the extinction coefficient of the bed, which effect was
particularly evident for opaque particles and invalidated the use of
the point-scattering extinction coefficient forf v.0.1. They also
obtained a polynomial curve fit by which the point-scattering ex-
tinction coefficient could be corrected forf v.0.1. Various other
studies have proposed other corrections for ‘‘dependent’’~non-
point! scattering in packed beds of opaque spheres@5#. A recent
review of the current status of the theory for radiation in packed
beds is given by Baillis and Sacadura@6#. Further experimental
and modeling work by Baillis and Sacadura in isothermal@7# and

nonisothermal@8# packed beds has supported the conclusions of
Singh and Kaviany and the use of their extinction coefficient scal-
ing correction. Thus there is both experimental and computational
support for the concept of extinction coefficient scaling to account
for nonvanishing~nonpoint!, particle volume-scattering effects in
packed beds of opaque spheres.

This Note proposes a new, simple, theoretically based model
for the radiative properties of particulate media consisting of
opaque, close-packed spheres in the geometric optics regime (c/l
large enough that interference or dependent scattering effects are
not important!. The model accounts for the nonvanishing volume
of the particles. The resulting property expressions, though ex-
ceedingly simple, reduce to the classical point-scattering expres-
sions in the limit of smallf v . Thus the theory is a generalization
of the dilute limit and holds into the close-packed limit. The
model also agrees with the numerical Monte Carlo results for
close-packed opaque spheres of Singh and Kaviany. The model
serves in essence~1! as a correction for the theoretical error over-
looked in the original Brewster and Tien paper,~2! as a simple,
theoretical justification for the close-packed correlation of Singh
and Kaviany, and~3! as a basis for evaluating packed bed radia-
tive properties in the framework of the continuum radiative trans-
fer equation description. It is a pseudocontinuum theory for inde-
pendent, volume~nonpoint! scattering in close-packed beds of
opaque spheres.

Volume-Scattering Extinction Coefficient: Mean-Beam-
Length Approach

The idea for this model comes from a textbook example prob-
lem that demonstrates calculation of mean beam length in an array
of tubes @9# ~see Fig. 1!. That particular example problem is
unique among textbook examples because it illustrates the case of
a gas bordered by a noncontiguous surface. The surface is an array
of long cylinders of diameter 4 units, with centers forming equi-
lateral triangles of side length 7 units. The geometric mean beam
length is found by the well-known formula for an isothermal gas
surrounded by an isothermal, opaque surface:

Lm0
5

4Vg

As
5

4@
1
2~7!~7223.52!1/22

3
6~p/4!~4!2#~1!

~3!~p/6!~4!~1!
59.5.

(1)

Thus, the average path length traveled by a photon after leaving
one tube in this array before interacting with another tube~under
optically thin or nonabsorbing gas conditions! is 9.5 units.

The idea of the present model is to consider the array of tubes
and surrounding gas in this example as a pseudocontinuous par-
ticipating medium comprised of the absorbing/reflecting tubes and
the nonabsorbing, nonemitting gas. In the array of tubes so con-
sidered the inverse of the mean free photon path length obtained
from the geometric mean beam length is equivalent to the effec-
tive extinction coefficient of the medium. By adapting this idea to
a participating medium consisting of scattering, absorbing par-
ticles surrounded by nonparticipating gas the effective bulk, volu-
metric radiative properties for a scattering, absorbing particle me-
dium including the volume of the particles~nonpoint scattering!
are obtained.

Consider an assembly ofN identical spheres of diameter d sur-
rounded by nonparticipating gas as shown in Fig. 2. The total,
particle, and gas volumes, respectively, areV, NVp(5 f vV), and
Vg . The geometric mean beam length of this participating me-
dium, after the previous example, is as follows:
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Lm0
5

4Vg

As
5

4~V2NVp!

NAp
5

4V

N

~12NVp /V!

Ap

5
4Vp

f v

~12 f v!

Ap
5

4Vp

Ap

~12 f v!

f v

5
4~p/6!d3

pd2

~12 f v!

f v

5
~12 f v!d

1.5f v
. (2)

The inverse ofLm0
is the extinction coefficient.

Ke5
1

Lm0

5
1.5f v

~12 f v!d
~volume scattering!. (3)

This familiar expression can be compared to with the usual ex-
pression@1# for point scattering:

Ke5
1.5f vQe

d
~point scattering!. (4)

Assuming that a particle extinction efficiency of 1 (Qe51, for
large particles!is implicit in the volume-scattering expression, the
only difference between the point and volume-scattering expres-
sions is the factor (12 f v). Since the derivation leading to the
point-scattering expression@1# ignores particle volume by assum-
ing negligible shadowing of particles by each other within a dif-
ferential, single-scattering control volume,dV, it may therefore
be concluded that the factor (12 f v) accounts for the nonvanish-
ing volume of the particles.

If we write the scattering and absorption coefficients in a simi-
lar manner by including the void fraction factor (12 f v) the fol-
lowing properties are obtained:

Ke,s,a5
1.5f vQe,s,a

~12 f v!d
,

(5)
Qe51, Qs5r5v0 , Qa512v0 ~volume scattering!.

The phase function and single-scattering albedo~particle reflec-
tivity! are unchanged from single-particle properties. These prop-
erties hold for nonpoint, volume scattering in the independent
scattering regime for large particles (d@l) such that electromag-
netic wave interference or dependent scattering is negligible
(c/l.0.5) and diffraction can be treated as unscattered radiation
(Qe51). ~For dependent scattering effects see Refs.@10–13#. It
can be seen that the volume-scattering expression reduces to the
point-scattering result in the dilute limit (f v!1). The difference
would only be noticeable for particle volume fractions around 0.1
or larger where the void fraction factor 1/(12 f v) would become
significant. Thus the regime of interest for the more general
volume-scattering theory is that of packed or fluidized beds. Next
this simple volume-scattering model is compared with Monte
Carlo simulations of multiple~independent!scattering in beds of
close-packed spheres.

Comparison With Monte Carlo Calculations
Singh and Kaviany@3,4#performed Monte Carlo simulations of

radiative transfer in packed beds of opaque spheres with particle
volume fraction 0.008, f v,0.7. They found that volume-
scattering effects became noticeable for volume fractions as small
as 0.065. They concluded that the point-scattering recommenda-
tion of Brewster and Tien was erroneous because it had been
based primarily on experiments with nonopaque particles, in
which the nonvanishing volume fraction of the particles is com-
pensated for by the non-negligible mean transport distance
through a particle relative to the mean distance between particles.
Based on their Monte Carlo results they proposed a point-
scattering correction to account for ‘‘dependent’’~nonvanishing
particle volume!effects:

Ke,s,a5
1.5f vQe,s,aSr

d
, (6)

Sr5111.84f v23.15f v
217.20f v

3, f v,0.7. (7)

The phase function and albedo were found to be relatively unaf-
fected by particle volume, similar to the assumptions noted above
in connection with Eq.~5!. It is of interest to compare the Singh-
Kaviany scaling factorSr to the factor 1/(12 f v) from the
volume-scattering result based on mean beam length. Figure 3
shows that the polynomial forSr is actually a very good curve fit
to the mean-beam-length, volume-scattering factor 1/(12 f v).
That is, the detailed numerical Monte Carlo simulation results of
Singh and Kaviany are confirmed by the present, simple model:

1

12 f v
>111.84f v23.15f v

217.20f v
3, f v,0.7. (8)

Figure 3 also illustrates how~as observed by Singh and Kaviany!
volume scattering effects become noticeable at aboutf v;0.1 by
comparing the point-scattering factorf v with the volume-
scattering factorf v /(12 f v).

Recently Coquard and Baillis revisited this problem using the
Monte Carlo method@14#. They obtained results that essentially
confirm the findings reported here and by Kaviany and Singh that
~a! volume scattering~the effect of nonvanishing particle volume!
is well represented by modifying only the point-scattering extinc-
tion coefficient via a factor of inverse porosity, Eq.~8!, 1/«, where
«512 f v ; ~b! the effective scattering albedo is not much affected
by volume scattering; and~c! the effective scattering phase func-
tion is also not much affected by volume scattering. On points~a!
and~b! the present results and those of Coquard and Baillis agree
with Kaviany and Singh but not with Kamiuto.@Kamiuto’s results
agree on point~c!.# To compare the results of various investigators

Fig. 1 Parallel cylinders in an equilateral triangle array „see
Ex. 6.23 of Ref. †9‡…

Fig. 2 Participating medium comprised of absorbing, reflect-
ing spheres of nonvanishing volume „nonpoint scatterers … sur-
rounded by nonparticipating gas
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Coquard and Baillis presented a plot of the extinction coefficient
times particle radius (Ked/2) versus void fraction or porosity («
512 f v). Figure 4 shows the same plot updated with the volume
scattering prediction of Eq.~5!: Ked/250.75(12«)/«. It can be
seen that the simple, analytical mean-beam-length results of Eq.
~5! are in good agreement with the Monte Carlo results of both

Kaviany and Singh and Coquard and Baillis, while the results of
Kamiuto and point-scattering theory@Ked/250.75(12«)# show
increasing deviation.

In summary, the agreement between Monte Carlo results for the
effect of volume scattering by opaque spherical particles from two
independent sets of investigators and a simple mean-beam-length
model is very good. Both models suggest that the effect of non-
vanishing particle volume for opaque particles is to increase the
extinction, scattering, and absorption coefficients~relative to the
point-scattering coefficients! as an increasing function off v @spe-
cifically 1/(12 f v) with no significant particle emissivity depen-
dence#such that albedo and phase function are unaffected. Finally
it should be noted that these results apply to the geometric optics
regime where particle size is much larger than wavelength such
that interparticle clearance is sufficiently large to neglect depen-
dent scattering effects. The effects discussed in this Note~and by
Kaviany and Singh and by Coquard and Baillis for that matter! are
not true dependent scattering effects but rather are simply nonva-
nishing particle volume effects.
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This paper traces the evolution of enhanced boiling surfaces.
Early work was highly empirical and done in industrial research.
The 1968 Milton patent [‘‘Heat Exchange System,’’ U.S. Patent
3,696,861] described the first porous coated surface, and the 1972
Webb patent [‘‘Heat Transfer Surface Having a High Boiling Heat
Transfer Coefficient,’’ U.S. Patent 3,521,708] described a ‘‘struc-
tured’’ tube surface geometry. The first fundamental understand-
ing of the ‘‘pore-and-tunnel’’ geometry was published by Na-
kayama in 1980 [Nakayama, W., Daikoku, T., Kuwahara, H., and
Nakajima, T. 1980, ‘‘Dynamic Model of Enhanced Boiling Heat
Transfer on Porous Surfaces Part I: Experimental Investigation,’’
J. Heat Transfer,102, pp. 445–450]. Webb and Chien’s flow visu-
alization allowed observation of the evaporation in the subsurface
tunnels [Chien, L.-H., and Webb, R. L., 1998, ‘‘Visualization of
Pool Boiling on Enhanced Surfaces,’’ Exp. Fluid Thermal Sci.,
16b, pp. 332–341]. They also performed an experimental para-
metric study that defines the effect of pore diameter and pitch on
the boiling performance. The progression of work on analytical
boiling models is also reviewed.@DOI: 10.1115/1.1834615#

Introduction
Tubular geometries having an enhanced outer boiling surface

are now widely used in commercial applications. The surface en-
hancement contains a high area density of artificial nucleation
sites and provides very high nucleate boiling performance. All
refrigeration ‘‘water chillers’’ presently use such enhanced tubes.
They are also used in some process applications. They were ini-
tially introduced about 1971 and are now made by a number of
tube manufacturers. The technology has advanced through three
generations of improvements. The purpose of this lecture is to
document this important advancement in enhanced heat transfer
technology.

Initial Efforts on Enhanced Boiling
The fact that ‘‘roughness’’ can improve nucleate boiling perfor-

mance has been known since 1931. In 1931, Jakob and Fritz in-
vestigated the effect of surface finish on nucleate boiling perfor-
mance, as reported by Jakob@1#. They boiled water from a

sandblasted surface and a surface having a square grid of ma-
chined grooves~0.016 mm square with 0.48 mm spacing!. The
sandblasting provided no more than 15% improvement, which
dissipated within a day. The grooved surface initially yielded boil-
ing coefficients about three times higher than those of a smooth
surface, but this performance also dissipated after several days.
The observed performance decay in a short time was described as
an ‘‘aging effect.’’ Today, we would explain this by saying that the
cavities formed by the roughening were not stable vapor traps and
slowly degassed, eventually leaving no vapor to sustain the nucle-
ation process. Until 1954, this ‘‘short-term’’ enhancement was re-
garded as an interesting, but commercially unusable concept be-
cause the heat transfer improvement lasted for only a matter of
hours before ‘‘aging’’ caused the performance to decay to the
plain surface value.

Interest in roughness was renewed in 1954, and between 1954
and 1962, three studies were performed using flat surfaces rough-
ened with emery paper of different coarseness or lapping com-
pounds. Berenson@2# observed nucleate boiling coefficient in-
creases as large as 600% using lapped surfaces. The tests were not
run long enough to establish the long-term aging performance,
although the Corty and Foust@3# tests of grit-roughened surfaces
did show some short-term aging. Kurihari and Myers@4# boiled
water and several organic fluids on copper surfaces roughened
with different grades of emery paper. Figure 1 shows their acetone
results for the different grit sizes. They clearly established that the
increased boiling coefficient results from an increased area density
of nucleation sites. Their results for five test fluids showed that
h}ns

0.43. These works demonstrated that boiling enhancement
will occur if the site density of stable nucleation sites can be
increased. The artificially formed sites allowed incipience to occur
at a lowerDTws(5Tw2Tsat) than for naturally occurring nucle-
ation sites. These studies motivated later researchers to investigate
other means of making artificial sites that show incipience at low
DTws and function as stable vapor traps. This work ‘‘opened the
door’’ to interest in the mechanism of nucleate boiling and many
studies of nucleate boiling were subsequently performed.

Corty and Foust@3# and Bankoff@5# proposed that bubbles will
emerge from cavities in which a gas or vapor phase pre-exists.
The existence of a vapor–liquid interface in a small subsurface
cavity is a metastable thermodynamic state. The liquid must be
superheated for such a curved liquid–vapor interface to exist. The
required liquid superheat for a convex interface of radiusr is
given by

Tl2Tsat5
1

m S 2s

r
2PGD (1)

where m[dp/dT>5l/Tabsv f g and pG is the pressure of any
noncondensible gas~e.g., air trapped in the cavity!. When the
vapor interface emerges from the surface of the cavity, the radius
of the interface will equal the cavity radius (r c). Hence, for no
noncondensible gas at the cavity surface wherer 5r c , one must
have a minimum superheat of
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Fundamental understanding of boiling on a ‘‘smooth’’ surface
was advanced by the high-speed photography of Westwater and
co-workers. For example, Clark et al.@6# identified naturally oc-
curring pits and scratches between 8 and 80mm widths as active
boiling sites for pentane. Hence, one would expect a vapor bubble
radius at the surface approximately half the observed pit diameter.
Such small surface cavities will require quite high liquid super-
heat. A desirable characteristic for an artificial nucleation site is a
larger pore diameter at the surface, so that small liquid superheat
will be required for the site to be active.

The first fundamental understanding of how an artificial nucle-
ation site may function was proposed by Griffith and Wallis@7#,
who showed that the cavity geometry is important in two ways.
Figure 2 shows the reentrant cavity shape proposed by Griffith
and Wallis. First, the mouth diameter determines the superheat
needed to initiate boiling, and its shape determines its stability
once boiling has begun. Figure 2 shows 1/r versus bubble volume.
The term 1/r is proportional to the liquid superheat required to
maintain a vapor nucleus. When the vapor radius of curvature
becomes negative~concave curvature of the liquid–vapor inter-
face!, the vapor nucleus may still exist in the presence of sub-
cooled liquid. Therefore, a reentrant cavity should be a very stable
vapor trap. Benjamin and Westwater@8# were apparently the first
to construct a reentrant cavity and demonstrate its superior perfor-
mance as a vapor trap.

In the 1960s, researchers started to perform work on actually
forming artificial nucleation sites. Among this was work of Marto
and Rohsenow@9#, who boiled sodium on a 75 mm diameter
surface having 12 doubly reentrant cavities, as shown in Fig. 3.
They found significant boiling enhancement. Although this work
showed that it was possible to attain high performance via an
artificial nucleation site, practical means to form a high area den-

sity of such sites in a tube walls was still unknown. Webb
@10# provides a review of much of this early work on boiling
enhancement.

Practical Enhanced Boiling Tubes
In the 1960s, large refrigeration water chillers used 19.5 mm

diameter 748 or 1024 fins/m integral-fin tubes with 1.5 mm high
fins in the condenser and evaporator. There was no water-side
enhancement inside the tube. These tubes provided refrigerant-
side enhancement by increasing the surface area. These tubes did
not provide enhancement via artificial nucleation sites. Such water
chillers in the early 1960’s typically used R-11, and the control-
ling thermal resistance was on the refrigerant side. Hence, there

Fig. 1 Effect of emery paper roughening for acetone boiling
on copper, Kurihari and Myers †4‡

Fig. 2 „a… States of the liquid–vapor interface in a reentrant
cavity. „b… Reciprocal radius „1Õr … versus vapor volume for 90°
contact angle, Griffith and Wallis †7‡.

Fig. 3 „a… Effect of several surface treatments on sodium boil-
ing at 65 mm Hg. „ b… Cross section of doubly reentrant cavities
tested, Marto and Rohsenow †9‡.
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was high motivation to improve the boiling-side performance.
However, the formation of discrete cavities is difficult and of lim-
ited practicality for thin wall, tubular heat exchanger surfaces. The
new challenge was how to provide a high area density of nucle-
ation sites on the tube’s outer diameter.

In the mid-1960s, industrial research was underway to achieve
the goal of a practical enhanced boiling surface for commercial
application. Two different concepts were being investigated:~1! a
porous coating and~2! cold reworking of the tube to form nucle-
ation sites.

The results of this work are found in the patent literature. The
Milton @11–13# patents achieved this goal by applying a 0.25 mm
thick sintered copper coating to the surface of a plain tube. This
tube is commercially known as the HIGH-FLUX™ tube. Figure 4
shows measured performance for plain and the HIGH-FLUX™
sintered coating tube reported by Gottzmann et al.@14#.

Kun et al.@15# describe a method to score a flat aluminum plate
with closely pitched parallel grooves~0.13 mm pitch!and 0.25
mm deep. The grooves are formed sequentially. The plate was
then scored again~to a lesser depth!perpendicular to the first set
of grooves. This formed subsurface cavities with restricted open-
ings at the top. This surface showed very high performance for
both water and liquid nitrogen.

An early concept that considerably improved the performance
of integral-fin tubes is shown in Fig. 5 taken from the 1970 patent
of Webb @16#. Nucleation sites were formed in the crevices be-
tween the wire wrap and the base of the fins. At a heat flux based
on the nominal surface area of 50 kW/m2, the boilingDT for R-11
was reduced from 4.2 to 1.3 K. However, a preferred approach
would be to reconfigure the tube surface by cold metal working in
some way to form nucleation sites. By 1967, we had achieved a
practical means in the laboratory to attain this goal. This approach
is the ‘‘bent fin’’ surface described by Webb@17# and shown in
Fig. 6~a!. The boilingDT for R-11 was reduced from 4.2 to 1.3 K
at 50 kW/m2. Following commercial introduction of the Fig. 6~a!
bent fin surface by Trane, other refrigeration manufacturers devel-
oped competitive enhancement technologies, which are illustrated
in Figs. 6~b!–6~d!. These are the Hitachi Thermoexcel-E™ pat-
ented by Fujie et al.@18#, the Wieland GEWA-T™ patented by
Saier et al. @19#, and the Furukawa ECR-40™ patented by
Fujikake @20#. All of the Fig. 6 surfaces provide performance
competitive with one another. The Figs. 6~b! and 6~d!geometries
have gone through several periods of evolution since their initial
introduction. The original Wolverine Turbo-B™~Fig. 6d! had
1650 fins/m~40 fins/in.!. The latest version, Turbo-BIII™, has

2362 fins/m~60 fins/in.! on the outer surface. These tubes also
have internal helical grooves for water-side enhancement.

Figure 7, taken from the patent of Thors et al.@21#, shows the
performance improvements of the Wolverine Turbo-B™ tube to
the current version, Turbo-B™III. The boiling data were taken for
R-134a at 15°C. The figure shows that the highest performance
tube~Turbo-BIII!™ gives 70% higher performance than the origi-
nal Turbo-B™ tube for (Tw2Tsat)50.55 K ~1.0 F!.

Boiling Visualization in Tunnels
Although Griffith and Wallis@7# sought to explain boiling en-

trapment in reentrant cavities, this work does not explain the boil-
ing mechanism in the structured surfaces illustrated in Fig. 6.

For descriptive purposes, we will call surfaces having surface
pores and subsurface tunnels as ‘‘pore-and-tunnel’’ surface geom-
etries. The first attempt to experimentally observe the boiling
mechanism in the Fig. 6~b! pore-and-tunnel surface was by Na-
kayama et al.@22#. They performed flow visualization in a single
tunnel having glass sidewalls and pores in the top surface. Heat
was supplied at the base, between the glass walls. At moderate
wall superheat, they observed a gas filled tunnel with menisci in
the corners. Bubbles emerged from the pores. Nakayama et al.

Fig. 4 „a… Enhancement by porous High-Flux™ surface for three fluids
boiling at 101 kPa, Gottzmann et al. †14‡

Fig. 5 Heat transfer surface which promotes nucleate boiling,
†16‡
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@23# hypothesized that three different modes of evaporation may
occur in the tunnels, depending on the heat flux. Nakayama et al.
@23# state that the ‘‘flooded mode’’ occurs at low heat flux, where
most of the tunnel space is occupied by liquid, and an active pore
acts as an isolated nucleation site. At higher heat flux, the
‘‘suction-evaporation mode’’ exists, where liquid is sucked in the
tunnel space through inactive pores by the pumping action of
bubbles growing at active pores. It then spreads along the tunnels
and evaporates from menisci at the corners of the tunnel. With
further heat flux increase, the ‘‘dried-up mode’’ exists, where the
tunnel space is filled with vapor, and vaporization into bubbles
takes place outside the tunnels. They envisioned that the ‘‘suction-
evaporation mode’’ would exist at heat fluxes typical of that ex-
isting in a water-chiller evaporator.

Chien and Webb@24# performed visualization experiments on a
finned tube geometry that closely simulates the actual tube geom-
etry. The experiments viewed a 1575 fins/m, 19.5 mm diameter,
copper, integral-fin tube having 0.8 mm fin height. A 20mm thick,

transparent plastic film was wrapped over the fins and 0.23 mm
pores were made in the transparent film at 1.5 mm pore pitch
using a heated needle. This allowed direct observation of the boil-
ing process in the tunnels for methanol atTsat564.5°C. Data
were taken for 2,q9,20 kW/m2. See details in their paper for
discussion of their observations. Figure 8 shows methanol boiling
at q9510 kW/m2. All bubbles emerged from vapor filled tunnels
with menisci in the corners, which are annotated on the figure.
Their observations conclusively proved the ‘‘flooded mode’’ and
the ‘‘suction evaporation’’ mechanisms hypothesized by Na-
kayama et al.@23#.

Effect of Pore Size and Pore Diameter
Chien and Webb@25,26#performed boiling tests to define the

effect of the tunnel and pore dimensions on performance using an
integral-fin tube wrapped with a 50mm copper foil, which was
soldered to the fin tips. R-11 or R-123 was used as the working

Fig. 6 Four patented structured boiling surfaces. „a… Webb †17‡ „b… Fujie et al.
†18‡, „c… Saier et al. †19‡, and „d… Fujikake †20‡.

Fig. 7 R-134a at 5.0°C from Thors et al. †21‡ patent. Tube I „TurboChil™…,
Tube II „Turbo-B™…, Tube III „Turbo-BII™…, Tube IV „Turbo-BIII™….
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fluid. Chien and Webb@27# provide additional data for R-134A
and R-22. The pores were made by piercing the copper foil using
a needle. The tunnel pitch and the tunnel height are equal to the
fin pitch and height, respectively. Pores of specific diameters (dp)
were pierced in the foil at a specific pore pitch (Pp). The 50mm
copper foil was pierced to provide pore pitches of 0.75, 1.5, or 3.0
mm, and pore diameters of 0.12, 0.18, 0.23, or 0.28 mm. The
tunnel dimensions were varied by using integral-fin tubes of dif-
ferent fin pitch and fin height. The tubes used were: 1378 fin/m
having either 0.5 or 0.9 mm fin height, 1575 fins/m with 0.9 mm
fin height, and 1969 fins/m with 0.9 mm fin height. A dimensional
code was defined to describe the pore and tunnel dimensions. For
example, code 1969-0.9-0.23-1.5 means a surface made on a 1969
fins/m and 0.9 mm fin height tube, having 0.23 mm diameter
surface pores (dp) on 1.5 mm pitch (Pp). Boiling occurred in 178
mm long cylindrical glass vessel having brass end flanges. The
wall temperature was measured by 0.25 mm diameter iron-
constantan sheathed thermocouples located below the tube wall at
180° opposite positions. The test tubes were 140 mm long, 9.53
mm inside diameter, and 18–19.5 mm outside diameter. Heat in-
put was provided by a 9.52 mm diameter, 129 mm long, 500 W
electric cartridge heater in the copper tube. Data were taken for
26.7°C saturation temperature using procedures described by
Chien and Webb@25,26#.

Figure 9 is a composite diagram showing the separate and com-
bined effects of pore diameter (dp) and pore pitch (Pp) for the
1378 fins/m tube having 0.9 mm fin height. This figure is based on
detailed observations in@25,26#. Data were obtained only for the
dp50.23 mm, Pp51.5 and 3.0 mm cases. The dashed lines are
the authors’ qualitative estimates of the effect of pore pitch. There
are two families of curves on Fig. 9. The solid lines are for fixed
pore pitch (Pp51.5 mm) with increasing pore diameter (dp). The
dashed lines show the effect of pore pitch (0.75<Pp<4.0 mm)
for fixed pore diameter (dp50.23 mm). The salient features
shown on Fig. 9 are:

1. As shown by the solid curves for fixedPp , the DHF in-
creases as the pore diameter increases. A lower DHF occurs for
the smaller pore diameters, because they cannot supply enough
liquid to the tunnel at high heat flux. Thus, the smaller pores
become dry and the DHF occurs at a lower heat flux. Conceivably,
a higher DHF would be observed fordp.0.28 mm. However, the
maximum possible pore diameter is limited by the fin pitch, 0.5
mm.

2. For fixedPp and heat fluxes, less than the DHF~e.g., 50% of
the DHF!, the heat transfer coefficient increases asdp increases,

except for the largestdp ~0.28 mm!. The lower heat transfer co-
efficient for the largestdp occurs because too much liquid is sup-
plied to the tunnels, and floods the intermittent regions. Hence,
there is an optimum pore diameter for operation at low-to-
moderate heat flux.

3. For fixeddp ~0.23 mm!, the DHF decreases as thePp in-
creases. This is because the tunnel needs greater liquid supply at
the higher heat flux. However, the more widely spaced pores are
unable to supply sufficient liquid.

4. For low heat flux at fixeddp ~0.23 mm!, increasingPp
causes the heat transfer coefficient to increase. At lower heat flux,
a smaller liquid supply to the tunnel will prevent tunnel flooding
and result in a thin film in the tunnel.

Figure 9 clearly shows that there is a preferred combination of
pore diameter and pore pitch for a specified design heat flux. The
pore pitch/pore diameter combination influences the liquid supply
rate to the tunnel via the total open pore area per unit tunnel
length (Apt5pdp

2/4Pp). If the liquid supply rate exceeds the
evaporation rate, the performance will be reduced, because of tun-
nel flooding. For fixed pore pitch, the highest boiling coefficient is
obtained by use of the largest pore diameter. However, a smaller
pore diameter is preferred for low heat fluxes. A large pore diam-
eter may result in too much liquid supply to the tunnel at low heat
flux and result in tunnel flooding.

One may use this information to select the preferreddp andPp
combination for a specific design heat flux~e.g., an electronic heat
sink!. However, the heat flux significantly varies over the tube
length in refrigerant water chillers. At the water inlet, a heat high
flux exists and it may decrease by a factor of 5 over the tube
length. According to the Fig. 9 boiling map, one would decrease
Apt over the tube length by appropriate selection of thedp andPp
combination. Thus, it is possible to optimize the surface perfor-
mance for operation within a specific heat flux range~below the
DHF!. This is equivalent to being able to change the slope of the
boiling curve.

Fabrication of Pore-and-Tunnel Surfaces
Although tube manufacturers consider their enhanced boiling

tube fabrication processes as proprietary, public knowledge exists
on how to make such surfaces—either in flat plate or tubular form.

Fig. 8 Methanol boiling at 10 kW Õm2 on a horizontal 1574
finsÕm tube having a transparent cover with pores, from Chien
and Webb †24‡

Fig. 9 Map showing combined effect of pore diameter „d p…

and pore pitch „Pp… for R-11 boiling on 1378 fins Õm tube, from
Chien and Webb †24‡
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Details on flat plate versions of the pore and tunnel surface are
given in Nakayama et al.@22,23#. Such concepts may be highly
applicable to cooling electronic devices.

Chien and Chang@28# made pore-and-tunnel surfaces, shown in
Figs. 10~c!and 10~d!, which are similar to Fig. 6~b!. The en-
hanced surfaces were formed in flat plates, and were tested in the
vertical orientation using water and HFC-4310. Triangular
grooves 0.3 mm deep were cut in the fin tips~0.6 or 1.0 mm pitch!
and then the fins were bent to form surface pores of triangular
cross-section, as shown in Figs. 10~a! and 10~b!. Kim and Choi
@29# also made a tube having subsurface tunnels and surface pores
similar to Fig. 6~b!. They provide test results for different pore
diameters using R-134A.

Analytical Models of Structured Surface

Nakayama et al. Model. Nakayama et al.@30# developed an
analytically based model to predict boiling performance of the
Fig. 6~b! Thermoexcel-E™ surface. Their model is based on the
‘‘suction-evaporation’’ mode. They assume that the total heat flux
is the sum of a latent heat generated in the tunnel (qtun9 ) and a
single phase~external convection! heat flux. (qex9 ). This is ex-
pressed by

q95qtun9 1qex9 (3)

The model forqtun9 assumes that wetting occurs only in the cor-
ners of the tunnel. The model required six empirical constants for
qtun9 and one forqex9 .

Nakayama et al.@22# measured the latent heat flux (qlat9 ) frac-
tion of the total heat flux for boiling on a flat plate version of the
Fig. 6~b! surface and on a plain surface. This was determined
using the measured bubble departure diameter and the nucleation
site density. Figure 11 shows thatqlat9 contributes a much greater
fraction of the total for the Thermoexcel-E™ enhanced surface
than for a plain surface. Hence, a significant fraction of the total
evaporation occurs in the subsurface tunnels. The major defi-
ciency of the Nakayama et al.@20# model is that it requires seven
empirical constants.

Chien and Webb Model. The flow visualization of Chien
and Webb@24# confirm the Nakayama et al.@30# ‘‘suction and
evaporation’’ model is correct for saturated boiling at typical op-
erational heat fluxes. In the Nakayama et al.@30# model, the ex-
ternal convection heat flux does not include the bubble frequency
and bubble departure diameter. Chien and Webb@31# provide an
improvement over the Nakayama et al.@30#model. The Chien and
Webb model has only two empirical constants compared to seven
in the Nakayama et al.@30# model. The Chien and Webb model:

1. Accounts for the temporal evaporation rate variation inside
tunnels by analyzing meniscus thickness, bubble departure
diameter, and bubble growth.

2. The effect of bubble frequency and departure diameter for
external the heat flux.

Fig. 10 Surfaces made by Chien and Chang †28‡. „a… Illustration of unbent fins.
„b… Illustration of bent fins. „c… Cross section through fins of surface „0.6 mm fin
pitch and pore pitch with „d… 1.0 mm high fins ….

Fig. 11 Contribution of latent heat transport to the total heat
flux on the Fig. 6„ b… surface, from Nakayama et al. †22‡
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As given by Eq.~3!, the total heat flux is separated into two
parts, tunnel heat flux (qtun9 ) and external heat flux (qex9 ). The heat
transfer rate in the tunnel is governed by evaporation of liquid
menisci. The external heat flux is contributed by transient conduc-
tion and convection caused by the departing bubbles. The com-
plete development of this model is given in Chien and Webb@31#.
An overview of the model is given here. A bubble cycle includes
three periods: waiting period (Dtw), bubble growth period (Dtg)
and liquid intake period (Dte). Figure 12 shows the process of
evaporation in the tunnel during one bubble cycle, which includes
the following three periods:

1. Waiting period (Dtw): In this period~Figs. 12~a!and 12~b!!,
liquid is evaporated in the tunnel. However, the vapor is con-
strained inside the tunnel by the surface tension on the pore, so
that the pressure in the tunnel increases with time. A bubble em-
bryo protrudes from a pore whenPv2Psat[DPbr54s/dp .

2. Bubble growth period (Dtg): Vapor passes through the sur-
face pores and the bubble grows above the pore. The liquid in the
tunnel continues to evaporate and the meniscus radius decreases.
Meniscus evaporation stops when the elevation of saturation tem-
perature, due to capillary pressure (s/R) equals the wall super-
heat. At this point, the meniscus radiusRne is

Rne5
s

DTws
S dT

dPD (4)

At time td ~Fig. 12~c!!bubbles of diameterdb depart from the
surface pores.

Liquid intake period (Dte): After the bubble departs, the pres-
sure in the tunnel is lower than that of the liquid pool, and liquid
quickly flows into the tunnel, and is retained in the corners. At the
end of the liquid intake period, the radius of the meniscus equals
Rm,i as shown on Fig. 12~d!. The pore diameter and pitch control
the amount of the liquid that flows into the tunnel.

The tunnel heat flux in Eq.~3! is the product of the latent heat
transferred at the menisci during a bubble cycle and the bubble
frequency, as given by

qtun9 Atun5~Qm! f (5)

whereQm is the latent heat from the menisci in one bubble cycle.
Figure 13 shows a meniscus existing at the top corner of the

tunnel. Surface tension force acts to spread the entering liquid
along the tunnel wall and pull it into the corners. Evaporation

occurs only on the liquid menisci in the corners of the tunnel. A
one-dimensional model is used to calculate the evaporation rate of
this meniscus.

q95
kl

d
~Tw2Ts! (6)

The total latent heat (Qtun) in the tunnel during one bubble
cycle is obtained by integrating the heat transfer rate across me-
nisci (dQm /dt) during a bubble cycle, and is given by

Qtun5E
0

1/fFDTwsE
0

Am kl

dm~ t,f!
dAGdt (7)

Fig. 12 Process of evaporation in the subsurface tunnel for one bubble cycle, from Chien
and Webb †31‡

Fig. 13 Meniscus in the subsurface tunnel, from Chien and
Webb †31‡
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wheredm(t,w) is the local thickness of the liquid meniscus, and
Am is the meniscus surface per unit tunnel length. For a given
meniscus radius (Rm),dm(w)5(Rm1dne)sec(w) and Rm is a
function of time given by

dm~ t,f!5@Rm~ t !1dne#sec~f!2Rm~ t ! (8)

When the liquid meniscus becomes very thin, the saturation
temperature elevates because of the disjoining pressure and capil-
lary pressure (s/R). When the elevated saturation temperature
equalsTw , no further evaporation will occur. The integrations in
Eq. ~7! were numerically calculated using small increments of
time ~t! and angle~w!. Detailed methodology is given by Chien
and Webb@31#.

The sensible heat flux (qex9 ) term in Eq.~3! is due to the exter-
nal convection induced by bubble agitation. The mechanism is
similar to pool boiling on a plain surface in that the bubble evapo-
rates into a superheated liquid layer above the base surface. The
key difference between the present situation forqex9 and boiling on
a plain surface is that the nucleation site density, frequency, and
bubble departure diameter are known.

An analytically based model developed by Haider and Webb
@32# was used to predict the external heat flux. This model is
based on an extension of the Mikic and Rohsenow@33# model.
However, the Haider and Webb model includes the effects of tran-
sient convection to the liquid, caused by convection in the wake of
the departing bubbles. Transient microconvection, rather than
transient conduction, is the dominant heat transport mechanism.

The equations for prediction ofqtun9 and qex9 both require
knowledge the active nucleation site density (ns), bubble fre-
quency~f!, and bubble departure diameter (db). Nakayama et al.
@30# used a force balance that included an empirical term to pre-
dict the bubble departure diameter. Chien and Webb@31# formu-
lated the force balance using buoyancy and surface tension forces
as a function ofdb , dp , and contact angle~u!, which avoided an
empirical constant. The bubble frequency is obtained from 1/f
5Dtw1Dtg . The waiting period and the bubble growth period
were modeled separately and are given in Chien and Webb@31#.
This work was supported by measurement of the bubble dynamic
parameters by Chien and Webb@34#.

The vapor generated in the tunnel is ejected through the surface
pores. From an energy balance,Qtun5 i f gVvrv , whereVv is the
vapor volume. One obtains the nucleation site density (ns) using
the mass balance equation

ns5
qtun9

rvi f gf ~pdb
3!/6

(9)

The model predicts the total heat flux (q9) for given wall su-
perheat (DTws) and dimensions (db ,Pp ,Pf ,Ht) using the de-
tailed procedure given in Chien and Webb@31#. The model was
used to predict the R-11, R-123, R-134a, and R-22 data of Chien
and Webb@25,26# and Chien et al.@27#. The predictions were
limited at the low end, because the model assumes the tunnels are
vapor filled, which may not be true at low heat flux. These data
include pool boiling data on tubular surfaces having a circular fin
base for heat fluxes between 10 and 65 kW/m2. The heat flux was
predicted within 20% mean standard deviation.

Ramaswamy et al. Model. The 2003 Ramaswamy et al.@35#
model is an update of the original Nakayama@30# model and is
co-authored by Nakayama. The model parallels the Chien and
Webb model with some key differences. One difference is in the
model for the external heat flux. Whereas Chien and Webb used
the Haider and Webb@32# model having a constant of 6.42, Ra-
maswamy et al. replaced the constant with a polynomial of (Tw
2Tsat). They predicted their own data within640%.

Jiang et al. Model. Similar to the suction-evaporation boiling
model of Nakayama et al.@30# and the Chien and Webb@31#
model, Jiang et al.@36# also assumed that evaporation occurs on

liquid meniscus in the tunnel corners. The evaporation rate of the
menisci was taken from Khrustalev and Faghri@37#, who modeled
evaporation in a heat pipe having microgrooves. The model con-
tains an empirical constant (cf) that was adjusted to fit the nucle-
ation site density data. The Jiang et al.@36# model assumedqex9
50. This assumption is contrary to the measurements of Na-
kayama@30#, as shown in Fig. 11. Further, they obtained the initial
meniscus radius by solving the momentum equation for the liquid
volume during the intake period. They set the boundary condition
on the pores using a correlation of others to account for the pres-
sure drop of the liquid flowing through inactive pores.

Conclusions
This paper traces the evolution of enhanced boiling surfaces.

The early work was highly empirical and done in industrial re-
search. Between 1968 and 1972, the first three patents on com-
mercially viable enhanced surfaces@11,15,18#were issued. The
first fundamental understanding of the ‘‘pore-and-tunnel’’ geom-
etry was published by Nakayama@22,30#, who formulated an ana-
lytically based model having seven empirical constants. Chien and
Webb @24# performed flow visualization that allowed observation
of the evaporation in the tunnels and validated the suction-
evaporation model of Nakayama@30#. Chien and Webb@31# for-
mulated an advanced version of the Nakayama@30# model, which
had only two empirical constants. Chien and Webb@25,26# per-
formed an experimental parametric study that defines the effect of
pore diameter and pitch on the boiling performance. Industrial
companies have continued to evolve higher performance versions
of the pore-and-tunnel geometry.

Nomenclature

A 5 Surface area, m2

Am 5 Meniscus surface area, m2

Atun 5 Total surface area inside tunnels
cp 5 Heat capacity, J/g K
db 5 Bubble departure diameter

DHF 5 Dry-out heat flux, kW/m2

dp 5 Pore diameter, m
f 5 Bubble frequency, l/s
h 5 Heat transfer coefficient, W/m2 K

H f 5 Fin height or tunnel height (Ht5H f), mm
i f g 5 Latent heat, J/kg

k 5 Thermal conductivity,k1 ~of liquid!, W/m K
mv 5 Vapor mass, kg
ns 5 Nucleation site density, l/m2

P 5 Pressure,P1 ~liquid!, Ps ~sat!,Pv ~vapor!,PG ~of
noncondensible!, Pa

Pp 5 Pore pitch, m
Pt 5 Tunnel pitch, m
Q 5 Heat,Qm ~meniscus!,Qbub ~bubble!,Qtun ~tunnel!, J
q9 5 Heat flux based on projected area, kW/m2

Qm 5 Heat evap from liquid menisci in bubble cycle, J
r 5 Radius of meniscus interface curvature, m
R 5 Rb ~tunnel base!,Rm ~meniscus!, m

Rne 5 meniscus radius when evaporation stops, m
t 5 Time, ta , tb , tc , td ~times during bubble growth!, s

T 5 Temperature,T1 ~liq!, Tsat ~sat!,Tv ~vap!, K
u 5 Velocity of the liquid in the tunnel, m/s

Vv 5 Vapor volume,Vb ~bubble!, m3

Vt 5 Tunnel volume, (Vt5L3Wt3Ht), m3

Wt 5 Tunnel width, m
d 5 Liquid film thickness,dm ~local meniscus thickness!,

m
dne 5 Non-evaporation liquid film thickness, m

DPbr 5 Break through pressure (DPbr54s/dp), Pascal
Dt 5 Diff. of time, Dte ~liquid intake!,Dtg ~bubble

growth!, tw ~bubble waiting period!, s
DT 5 DTvs5(Tv2Ts), DTws5(Tw2Tsat), K
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m 5 Viscosity,m l ~of the liquid!, kg/m2 s
r 5 Density,r l ~liquid!, rv ~vapor!, kg/m3

s 5 Surface tension, N/m
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Discussion: ‘‘A Numerical Study of
Thermal Dispersion in Porous
Media’’ and ‘‘Numerical Determination
of Thermal Dispersion Coefficients
Using a Periodic Porous Structure’’

Boming Yu1,2

In the two papers@1–2#, Kuwahara et al. investigated thermal
dispersion in convective flow in porous media by using a two-
dimensional periodic model of porous structure. In their study, a
macroscopically uniform flow is assumed to pass through a col-
lection of square rods placed regularly in an infinite space, where
a macroscopic temperature gradient is imposed perpendicularly
and in parallel to the macroscopic flow direction, respectively.
Due to the periodicity of the model, only one structure unit is
taken for a calculation domain to resolve an entire domain of
porous medium. Exhaustive numerical computations were con-
ducted for thermal dispersion conductivity. The transverse thermal
dispersion conductivity results were correlated as the following
expression@1#:

~kdis!yy

kf
50.022

PeD
1.7

~12«!1/4
for ~PeD,10! (26a)

and the longitudinal thermal dispersion conductivity results were
correlated as@2#

~kdis!xx

kf
50.022

PeD
2

~12«!
for ~PeD,10! (16a)

~kdis!xx

kf
52.7

PeD

«1/2
for ~PeD.10! (16b)

where PeD5Pe(12«)1/2. Equation ~26a! was also summarized
together with their longitudinal thermal dispersion conductivity
results, Eq.~16!, in their later paper@2#. The parameters used in
this discussion are defined as the same as those applied by Ref.
@1–2#; see also theNomenclaturein this discussion.

However, correlations~26a!, ~16a! and ~16b! are questionable.
Here is my detailed analysis.

According to the definition on the Peclet number given by Refs.
@1–2#, the Peclet number Pe should be expressed as

Pe5~rCp! fumH/kf (D1)

However, the generally applied definition on the Peclet number
is @3–7#

Peg5~rCp! fumD/kf (D2)

If the generally applied definition on the Peclet number, Eq.~D2!,
is applied to Eqs.~26a!, ~16a! and ~16b!, Eqs.~26a!, ~16a! and
~16b! will present the unreasonable results due to the structural
unit applied by Kuwahara et al.@1–2#. The structural unit applied
by Kuwahara et al.@1–2# in their numerical experiments is shown
in Fig. 1.

According to Fig. 1, the total volume of the structural unit is

Vt5H2 (D3)

The pore volume of the unit is

Vp5H22D2 (D4)

So, the porosity of the unit can be expressed as

«5Vp /Vt512D2/H2 (D5)

From Eq.~D5!, we have

D/H5~12«!1/2 (D6)

or

H5D/~12«!1/2 (D7)

Equation~D7! indicates thatH is a function of porosity. Inserting
Eq. ~D7! into Eq. ~D1! yields

Pe5~rCp! fumD/@kf~12«!1/2# (D8)

Due to the generally applied definition for the Peclet number Eq.
~D2!, Eq. ~D8! can be written as

Pe5Peg /~12«!1/2 (D9)

Equation~D9! establishes the relation between the Peclet number,
Eq. ~D1!, defined by Refs.@1–2# and the generally applied Peclet
number, Eq.~D2! @3–7#.

According to PeD5Pe(12«)1/2 ~defined by Refs.@1–2#! and
Pe5Peg /(12«)1/2 ~i.e. Eq.~D9!!, we obtain

PeD5Peg (D10)

Inserting Eq.~D10! into Eqs.~26a!, ~16a! and ~16b! results in

~kdis!yy

kf
50.022

Peg
1.7

~12«!1/4
for ~PeD,10! (D11)

~kdis!xx

kf
50.022

Peg
2

~12«!
for ~PeD,10! (D12a)

~kdis!xx

kf
52.7

Peg

«1/2
for ~PeD.10! (D12b)

where Peg5(rCp) fumD/kf is the generally defined definition for
the Peclet number given by Eq.~D2!.

From the above analysis, it is seen that the equations~D11!,
~D12a! and ~D12b! are equivalent to Eqs.~26a! and ~16a! and
~16b!. Equations~D11! and~D12! are transverse and longitudinal
thermal dispersion conductivities, respectively, which are ex-
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pressed in terms of porosity and generally defined Peclet number
Peg . However, Eqs.~D11! and ~D12! present unreasonable re-
sults. For example, the thermal dispersion conductivities given by
Eqs. ~D11! and ~D12a! increase with the increase of porosity. If
porosity is 1, Eqs.~D11! and~D12a!present the infinite values for
transverse and longitudinal thermal dispersion conductivities,
while Eq. ~D12b! presents nonzero longitudinal thermal disper-
sion conductivity. These are inconsistent with physical situation
because the thermal dispersion should be reduced with the in-
crease of porosity, and when porosity is 1, there is no dispersion
and thermal dispersion conductivity should be zero.

In conclusion, it seems to me that the transverse and longitudi-
nal thermal dispersion conductivity correlations, Eq.~26a!, Eq.
~16a! and ~16b! given by Refs.@1–2#, are questionable because
they present unreasonable results.
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Nomenclature

D 5 size of square rod or size of particle
H 5 size of structural unit

k 5 thermal conductivity
Pe 5 Peclet number based onH and the macroscopically

uniform velocity defined by Refs.@1–2#
Peg 5 generally defined Peclet number given by Eq.~D2!
um 5 the macroscopically uniform velocity
V 5 volume
« 5 porosity

Subscripts

dis 5 dispersion
f 5 fluid

xx 5 longitudinal direction
yy 5 transverse direction

g 5 generally applied
t 5 total
p 5 pore
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We thank Dr. Yu for his discussion on two papers@1,2# of ours
on thermal dispersion in porous media that appeared in the Journal
of Heat Transfer. Dr. Yu rewrites our correlations established per-
forming a series of numerical experiments as follows:

For the transverse dispersion:

~kdis!yy

kf
50.022

PeD
1.7

~12«!1/4 for ~PeD,10! (26a)

~kdis!yy

kf
50.052~12«!1/2 PeD for ~PeD.10! (26b)

For the longitudinal dispersion:

~kdis!xx

kf
50.022

PeD
2

~12«!
for ~PeD,10! (16a)

~kdis!xx

kf
52.7

PeD

«1/2 for ~PeD.10! (16b)

Dr. Yu assumes that the thermal dispersion decreases with the
increase in the porosity, for it vanishes when the porosity asymp-
totically approaches unity.„Incidentally, he did not give Eq.~26b!
in his discussion, perhaps because it satisfies the foregoing
asymptotic behavior with which he is concerned.… He is correct
for the case of a high Peclet number since it should decrease with
the increase in« „see Eqs.~26b! and ~16b!…, but incorrect for the

case of low Peclet number. Dr. Yu should note that our low Peclet
number correlations given by~26a! and~16a! are consistent with
the following analytical expressions reported by Koch and Brady
@3# for the dispersion in fixed beds~also see Kaviany@4#!:

For the transverse dispersion:

~kdis!yy

kf
5
&

240

PeD
2

~12«!1/2 for ~PeD!1!

For the longitudinal dispersion:

~kdis!xx

kf
5
&

60

PeD
2

~12«!1/2 for ~PeD!1!

Kaviany @4# explains the denominator (12«)1/2, stating that, for
the case of sufficiently low Peclet number, convection extends a
distance ofD/3&(12«)1/2;H, resulting in the spread of the heat
much beyond a distance of a particle diameter associated with the
pure conduction contribution.

Like these expressions, our expressions~26a! and ~16a! fail as
the porosity approaches unity. They may also fail under the other
limiting condition, namely,«→0, since the permeability–porosity
relationship is different there. The porosity range in which our
correlations are valid may be judged by reexamining Fig. 8 in our
paper@1#, where the coefficients are plotted against the abscissa
variable (12«) to find possible correlations. The errors become
large as the porosity approaches zero. Also, in the range close to
the origin ~i.e. «51), the coefficients reduce to values too small
to elucidate a functional relationship. Thus, we presume that our
correlations given by~26a!, ~26b!, ~16a! and~16b! are valid only
for a limited porosity range, say, 0.2,«,0.8. It should also be
noted that neither~26b! nor ~16b! can be used beyond this range,
since neither of them has been designed to account for the
asymptotic behavior that Dr. Yu presumed in his discussion.

As in Figs. 9 in Ref.@1# and Fig. 4 in Ref.@2#, the high Peclet
number correlations are found in good accord with available ex-
perimental data. This substantiates the validity of our correlations.
However, sufficient experimental data are not available for the
low Peclet number range with which Dr. Yu is mostly concerned.
For this range, we simply repeat that the correlations are consis-
tent with those for packed beds reported by Koch and Brady@3#.
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Erratum: ‘‘Duality of Heat Exchanger Performance in Balanced Counter-Flow
Systems’’„ASME J. Heat Transfer, 2003, 125, pp. 530–532…

Ken Ogiso

Eq. ~1! should be:

NS5Ṡgen/Cmin5 ln$@12«~12T2 /T1!#@11«~T1 /T221!#% (1)
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